
4. DETAILED MODELLING OF FA AND DDT∗

4.1 Introduction

4.1.1 On the Notion of “State of the Art”: Research versus Applications

The “state of the art” in numerical turbulent combustion modelling is a notion that strongly depends
on individual interpretation. As in many fields of science and engineering, there is a considerable gap
between the “state of the art in research” and the “state of the art in applications”. A rough estimate of
the time delay for a theory to grow from the research to the application level is about 10 years! Even
though this report addresses the end user more than the researcher, we will attempt to strike a balance by
including relevant information on ongoing research efforts in order to provide an impression where the
research community currently sees a need for improvements.

4.1.2 Building Blocks of a Numerical Turbulent Combustion Model

There are two primary constituents to a numerical turbulent combustion model:

1. the abstract mathematical turbulent combustion model, and

2. its numerical implementation.

An abstract mathematical model for turbulent combustion must include submodels for [4.1]

1a. turbulent non-reacting variable density flows,

1b. the influence of turbulence on combustion, and

1c. the influence of combustion on the turbulent flow.

Obviously, all these ingredients must be properly represented numerically, leading to a demand for as-
sociated numerical discretizations.

4.1.3 Outline of this Chapter

Each section in this chapter will begin by stating the key problems addressed and will introduce some
basic concepts needed to follow the subsequent explanations.

The numerical modelling of turbulent combustion depends heavily on the underlying flow model. Thus
Section 4.2 first describes current approaches to the modelling of non-reacting turbulent flows. The major
emphasis will be on models based on the Reynolds-averaged Navier-Stokes equations. Both simplified
gradient transport closures as well as more advanced Reynolds stress models will be discussed. An
important practical issue for large-scale applications in nuclear reactor containments, oil platforms, and
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other systems with similar geometric complexity is the modelling of subgrid-scale obstacles such as
pipes, metal grids, armatures etc.. Related subgrid-scale “porosity models” have been designed in the
context of oil platform safety analysis. They will be covered in a separate Subsection. The concluding
Subsection summarizes the key ideas of large eddy simulation (LES).

Section 4.3 describes 3 categories of turbulent combustion models. There are heuristic closures, which
aim at covering the major transition from kinetics-determined to turbulent-mixing-determined reaction
progress. The more sophisticated “flamelet” models include detailed information about the underlying
physical mechanisms in the turbulence-determined regime of combustion. The third category is most
appropriate in the well-stirred reactor regime, in which turbulent mixing is extremely intense and chem-
ical kinetics controls the reaction progress. Most appropriate for this regime are methods based on the
probability density function (PDF) approach. The concluding Subsection summarizes LES ideas in the
context of turbulent combustion. Each of the modelling approaches will be discussed with reference to
the list of necessary submodels (1a – 1c) given in Section 4.1.2.

Even for the simple hydrogen-oxygen reaction system, there are on the order of 15 chemical species and
40 elementary chemical kinetic reactions. Realistic hydrocarbon chemistry or the reaction kinetics of
polluted hydrogen-air-steam systems require the solution of even larger reaction kinetic systems. Besides
the sheer size of the resulting equation system, realistic chemistry represents a substantial challenge to
numerical modellers because of its wide range of inherent time scales and because of the fact that many
of the rapid degrees of freedom are stiff relaxation processes. Section 4.4 first discusses the problems
related to fast time scales and stiff reactions in more detail. Summaries of more or less heuristic models
for the net effects of chemical reactions as well as more sophisticated reduced chemical models follow
(see also the related Subsection on computational chemistry reduction in Section 4.5)

Section 4.5 first gives an account of the particular numerical challenges posed to a numerical flow solver
in the context of FA and DDT. In the light of these issues, we will then discuss the current most popular
finite-difference and finite-volume numerical methods. The relevant Subsection ends with a summary
of open issues and pointers to current research in this area, including applications of finite-element tech-
niques.

The numerical representation of turbulent premixed combustion events requires a priori decisions re-
garding the resolution of the combustion front. The alternatives are (i) to include detailed models of all
relevant physical processes within the turbulent combustion region or (ii) to consider the reaction front
as a surface of discontinuity separating burnt from unburnt gases. The former ansatz requires higher nu-
merical resolution and more sophisticated and detailled modelling; the latter compromises on details but
provides better control of what is and what is not modelled because it restricts modelling to a few well-
defined submodules. The turbulent combustion models introduced in Section 4.3 are reconsidered and
evaluated regarding the numerical requirements necessary for their implementation. The Section ends
with an explanation of recent developments aiming at a systematic, mathematically sound and purely
numerical/algorithmic approach to chemistry reduction. These methods, when applicable, largely free
the user of acquiring detailed first-hand experience with the chemical kinetics at hand.

Section 4.6 summarizes some of the key issues raised in this chapter.
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4.2 Turbulent Flow Models

4.2.1 The Necessity of Turbulence Closure

High Reynolds number (low friction) flows are characterized by the fact that flow instabilities can occur at
a broad range of length scales. The largest scale is limited in size only by the overall system dimensions,
whereas the smallest possible length scale of instability is associated with viscous damping. Following
Kolmogorov's scaling arguments [4.2, 4.3] the ratio of the largest “integral scale of turbulence” to the
smallest “Kolmogorov length” is of the order O(Re3/4). Suppose that, as a rough estimate, one needed
about 10 grid points to accurately resolve a smooth flow structure with a given numerical method. Then,
a three-dimensional numerical simulation that resolves all the details of a fully developed turbulent flow
will require on the order of 10 × Re9/4 grid points. Current computer capacities allow computational
grids with about 107 grid cells, so that Reynolds numbers of Re ≈ 1000 are close to the limit of what
can be dealt with today.

Given the characteristic viscosities, densities and flow velocities in practical gas-phase combustion sys-
tems, a Reynolds number Re ∼ 1000 is associated with domain sizes on the order of a few centimetres
or less! Correlating, on the other hand, the aforementioned Reynolds number dependence of the required
numerical degrees of freedom with the fact that realistic Reynolds numbers in large-scale systems are of
the order of Re > 107, we conclude that fully resolved numerical turbulence simulations will stay out
of reach for quite some time to come. As a result, the net effects of the fine scales of turbulence on the
large resolved ones need to be modelled.

Practically all numerical turbulent flow models rely on Reynolds' idea [4.4] of separating the statistical
means of the flow variables from their fluctuations ((LES) will be addressed shortly). One is interested
in computing the former, while the effects of the latter should be modelled. This separation is formally
done by suitable averaging procedures, which can be spatial, temporal, or formal ensemble averages.
Reynolds originally considered constant density incompressible flows. His “Reynolds averaging” pro-
cedure implies splitting the velocity field into mean and fluctuations according to

v = v + v′ , (4.2.1)

where the averaging procedure { · } implies that

v′ ≡ 0 . (4.2.2)

For compressible variable density flows, averaging the velocity field turns out to be inconvenient, [4.5].
More appropriate is the density-weighted “Favre-average”:

v = ṽ + v′′ , (4.2.3)

where
ρṽ = ρv (4.2.4)

by definition, and ρ is the fluid density. A simple characterization of Favre-averaging states that one
averages densities of physical quantities rather than the specific quantities, i.e., rather than “quantities
per unit mass”.
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Consider, for example, the conservation laws for mass, momentum, and energy of an inert ideal gas

(ρ)t + ∇ · (ρv) = 0

(ρv)t + ∇ · (ρv ◦ v +∇p) + ∇ · τ = 0

(ρe)t + ∇ · (v [ρe + p]) + ∇ · (jT + τ · v) = 0 .

(4.2.5)

Here ρ,v, p, e are the mass density, fluid flow velocity, pressure, and total energy per unit mass, respec-
tively, and τ , jT denote the molecular transport of momentum and heat, respectively. These transport
terms and the pressure are related to the mass, momentum, energy and species densities ρ, ρv, ρe through
the caloric equation of state

ρe =
p

γ − 1
+

1
2
ρv2 (4.2.6)

and the transport models

τ = −µ
(
∇v + (∇v)T

)
− η (∇·v) 1

jT = −κ∇T .
(4.2.7)

The temperature T is related to pressure and density through the thermal equation of state

T =
p

ρR
. (4.2.8)

The quantities γ,R, µ, η, κ are the isentropic exponent, the ideal gas constant, the shear and bulk viscosi-
ties and the heat conductivity, respectively. All of them are assumed constant here because we wish to
elucidate some principles of turbulence modelling rather than providing a detailed tutorial for direct ap-
plication. The reader should consult fundamental text books on combustion such as Reference [4.6] for
a comprehensive summary of the fundamental governing equations, including more complex equations
of state and sophisticated molecular transport schemes.

The key problem of turbulence modelling arises from averaging the non-linear terms in Equation (4.2.5).
For instance, the averaged non-linear momentum flux reads

ρv ◦ v = ρ ṽ ◦ ṽ + ρv′′ ◦ v′′ . (4.2.9)

The correlation between the velocity fluctuations in the turbulent stress tensor

τ τ = ρv′′ ◦ v′′ (4.2.10)

cannot generally be expressed analytically as a function of the mean field variables such as ṽ. Therefore,
the goal pursued when averaging the equations—namely to derive a system of equations for the mean
quantities only—has not been achieved. To obtain a closed system (with a sufficient number of equations
for all the unknowns), one introduces closure approximations that replace the unknown correlations with
explicit functions or functionals of the mean quantities. There is no rigorous theory yet that would provide
a rigid guideline for the construction of such a closure. Therefore, a number of more or less heuristic
closure approximations have been developed in recent years.
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4.2.2 Algebraic, One- and Two-equation Models

The common feature of this class of closures is that practically all of them rely on a gradient diffusion
approximation for the turbulent transport terms (such as the second one in Equation (4.2.9)). An analogy
between the net transport induced by turbulent velocity fluctuations and the molecular transport that is
due to thermal fluctuations of molecules is invoked. For monatomic gases, the gradient expressions for
the viscous stress tensor and heat flux from Equation (4.2.7) can be derived rigorously. For the analogous
turbulent fluxes one postulates

τ τ = −µτ
(
∇ṽ + (∇ṽ)T

)
− ητ (∇·ṽ) 1 +

2
3
ρk 1 (4.2.11)

where

ρk =
1
2
ρv′′ · v′′ (4.2.12)

is the average kinetic energy of turbulent fluctuations per unit volume, and µτ , ητ are suitable modelled
effective turbulent transport coefficients. For consistency with the definition of the turbulent stress tensor
from Equation (4.2.10) and of the turbulent kinetic energy from Equation (4.2.12), one must require that
ητ = −2

3µτ . Given the gradient diffusion ansatz, the next issue is the determination of the effective
transport coefficients such as µτ .

Algebraic turbulence models. These models proceed by invoking Prandtl's mixing length hypothesis.
The idea is that compact packets of turbulent fluid traverse a characteristic length �mix relative to the
mean flow, thereby carrying fluctuations of energy, momentum etc. to other fluid regions. Obviously,
statistical velocity fluctuations will then lead to a net transport of energy and momentum whose intensity
is strongly influenced by (i) the mixing length and (ii) the amplitude of the fluctuations carried by the
fluid packets. Assuming that a typical mass element should carry fluctuations that correspond to the
difference in the mean flow quantities across the mixing length, one characterizes the fluctuations of any
quantity φ by �mix|∇φ̃|.

With these intuitive considerations, a typical algebraic approximation to the turbulent viscosity reads,
[4.5, 4.7],

µτ = ρ �2mix|ω̃| (4.2.13)

where
ω̃ = ∇× ṽ (4.2.14)

is the mean vorticity vector. (Alternative linear expressions involving the mean velocity gradients may
replace |ω| in other algebraic turbulence models.)

The remaining task is the modelling of the mixing length, for which we will give an example that is
valid for constant density incompressible flows: Elaborate algebraic closure models take into account
the experimental observation that typical turbulent boundary layers exhibit a two- or more-layer structure.
Within the immediate vicinity of bounding walls, turbulent fluctuation displacements increase roughly
in proportion with the distance y from the wall. Outside this inner region, the amplitudes saturate or may
even decay. The inner region, called the logarithmic sublayer, leads to expressions such as [4.5, 4.7]

�mix = k y
[
1− e−y

+/yA
]

(4.2.15)

with yA a function of the mean flow conditions near the wall, but independent of the wall distance y. For
the outer region Reference [4.7] proposes

µτ = αCcpFwakeFKleb(y; ymax/CKleb) (4.2.16)
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with the Klebanov function

FKleb(y; δ) =

[
1− 5.5

(
y

δ

)6
]−1

(4.2.17)

and
Fwake(y; δ) = min

[
ymaxFmax, CwkymaxU

2
dif/Fmax

]
Fmax =

1
κ

[
max
y

(�mix|ω|)
]
.

(4.2.18)

Moreover, Udif is the maximum mean velocity difference across a boundary layer, a wake or a jet
flow, ymax is the distance from a wall or symmetry line at which �mix|ω| attains its maximum, and
κ, α,Ccp, CKleb, Cwk are modelling constants that must be fitted to experimental data sets.

The key message here is not the detailed structure of this sample closure model. It should rather be noticed
that all the features of the shear stress model have been generated in a heuristic, empirical way. They are
not derived from first principles, and thus cannot be considered as general turbulent flow closures. The
structure of these models reflects very detailed experimental observations and with proper choices of all
model constants many experimental findings. However, as noted in Reference [4.5], one such set-up can
be expected to operate with sufficient accuracy only for applications whose flows fall within a range of
similar flows that were used to establish both the model structure and the values of all free constants.

It is also important that most algebraic models have been designed to represent wall-bounded or free shear
flows or both, but that they are not designed and well tested for more general multi-dimensional flow
situations. As a consequence, flow computations based on algebraic turbulence models that deal with
very general initial and boundary data may yield utterly incorrect results—unless tuned to the specific
kind of application.

One- and two-equation models. These models also start from the Reynolds- or Favre-averaged equa-
tions, but incorporate more fundamental principles in constructing closure approximations. These mod-
els also employ a gradient flux approximation, so that the increased sophistication relative to algebraic
closures manifests itself through the modelling of the effective transport coefficients.

One key observation is that the intensity of the velocity fluctuations—or in other words, the turbulent
kinetic energy—should critically influence the net turbulent transport. Thus if one were able to obtain—
e.g., a characteristic length �τ or time scale tτ of turbulence—then dimensional arguments would auto-
matically lead to ντ = µτ/ρ ∼ �τ

√
k ∼ ktτ .

This observation is crucial, because an exact equation for the turbulent kinetic energy can be derived.
Wilcox [4.5] provides a derivation of the turbulent kinetic energy equation in the context of variable
density flows

ρ̄
∂k

∂t
+ ρ̄ṽ · ∇k = ρ̄ τ τ : ∇ṽ − ρ τ : ∇v′′ +∇·

{
ρ τ · ∇v′′ − ρv′′v

′′2

2 − p′v′′
}

−v′′ · ∇p̄ + p′∇·v′′ .
(4.2.19)

With such an equation at least part of the closure model can be based on exact information, even though
a number of terms within that equation representing fluctuation correlations must again be modelled.
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One- and two-equation models now differ in how they obtain the second missing dimensional charac-
teristic scale �τ or tτ . One-equation models proceed in a similar fashion as the algebraic models dis-
cussed earlier [4.5]: The mixing length is assessed through an algebraic formula. Experience shows that
this formula generally needs to incorporate explicitly some specific reference to the flow configuration
considered. Thus a one-equation model is not closed in the sense that it would consist of a given set
of universal partial differential equations whose solutions are determined by supplementing initial and
boundary conditions. In contrast, the model equations themselves are changed from one set of such input
data to another through adjustments of the mixing length and the associated variations of the turbulent
transport coefficients.

Two-equation models introduce an additional transport equation for the missing quantity. There are
models that directly model a characteristic turbulent mixing length �, the product k� or the inverse ω of a
characteristic turbulence time scale, (see References [4.3,4.8 to 4.12] and related references in Reference
[4.5]). These lead to “k-�”, “k-k�”, “k-ω”–models, all of which aim at improvements of generality over
the aforementioned algebraic and one-equation models.

The most popular approach, however, is the k-ε–model [4.13]. The approach may be motivated by the
desire to model one of the unclosed terms in the turbulent kinetic energy equation, namely

ρ̄ε̃ = ρ τ : ∇v′′ . (4.2.20)

This term describes the molecular level dissipation of turbulent kinetic energy. Besides being one of the
unclosed terms from Equation (4.2.19), the turbulent dissipation also plays a key role in Kolmogorov's
fundamental paper on scaling laws of turbulence [4.2]. In that paper, Kolomogorov postulates a self-
similar energy cascade, defined by (i) energy input on the largest scales of turbulence, (ii) transformation
through a cascade of smaller and smaller flow structures through non-linear inertia effects, and (iii) the
ultimate dissipation of this energy at the smallest scale, which is called the “Kolmogorov scale”. The
existence of such a cascade with a rate of energy transfer between scales that is independent of scale itself
has considerable consequences which Kolmogorov explored by means of dimensional analysis. The
turbulent dissipation—or the turbulent kinetic energy transfer rate—being such a fundamental quantity,
it is tempting to include it directly in a turbulence model, thereby introducing a model variable that
captures some of the essence of the energy cascade.

Unfortunately, the turbulent kinetic energy dissipation rate from Equation (4.2.20) satisfies a tremen-
dously complex governing equation with unclosed terms that are very hard to measure or assess ac-
curately by other means. As a consequence, modelling has been guided by scaling and dimensional
arguments. Modelled equations have been introduced that are completely heuristic but composed of all
ingredients that formally appear in the exact equation (see Reference [4.5]). These key ingredients are
convection by the mean flow, turbulent transport, molecular transport, production, and dissipation.

The k-ε / k-ω approaches have first been established for constant density incompressible flows but were
extended later to variable density incompressible and (weakly) compressibleflows in References [4.14 to
4.16]. These extensions are far from trivial. New equations describing the mass and energy balances must
be introduced, and a number of new turbulence effects arise that lead to new unclosed terms [4.5]:

• turbulent heat fluxes,

• dilatation-induced dissipation of kinetic energy (∇·v �= 0!),
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• pressure-diffusion and pressure-dilatation correlations, and

• pressure work from velocity fluctuations.

A detailed description of how these effects are incorporated into existing turbulence models is beyond the
scope of the present report. It may suffice here to say that modelling in the framework of two-equation
models remains, based on judicious scaling and dimensional arguments.

4.2.2.1 Summary and qualifications

Two-equation turbulence models should be considered the current “state of the art in applications”. These
models are found in all major commercial flow simulation codes. The simpler algebraic and one-equation
models still have their merits when used in applications that they have been especially tuned to. In these
situations they provide results comparable in quality to two-equation models, albeit at the cost of a much
narrower range of applicability of a given set-up of all model coefficients and constants.

There are a number of qualifications to be made that are, unfortunately, often disregarded in engineering
applications. Algebraic, one- and two-equation models have been developed originally for specific flow
situations, such as shear and boundary layers. They are not well suited without special tuning to more
complex flows with recirculation zones, flow detachments etc.. This is of particular importance for real-
life applications in fire and explosion safety. The relevant flows and flow geometries are hardly ever
within the domain of applicability of these relatively simple turbulent flow models. Thus any results
generated with these models must be considered with considerable scepticism! This does not imply that
k-ε- or k-ω-based models cannot be applied, but it does imply that one should expect considerable fine
tuning of these models to be necessary from one application to another. To overcome these pitfalls, two
major research and development directions have emerged over the years.

• Reynolds stress models go beyond two-equation models in that they relax the gradient transport
approximation for turbulent fluxes such as those of Equation (4.2.11) and instead introduce new
dynamic equations for the turbulent fluxes themselves. This adds flexibility in incorporating new
physical effects and allows us to construct models that are applicable over a much wider range of
physical situations without fine-tuning, at the cost of increased model complexity.

• Large eddy simulation models stay with simpler modelling of small-scale effects, but they run at
much higher numerical resolution. Therefore, these models generate part of the turbulent energy
cascade all by themselves and aim at using the gained information to improve the description of
the unresolved scales. With this approach, the underlying models remain simple and are expected
to be even simpler than the more sophisticated two-equation models, but much higher demands on
computing power arise.

Common to both Reynolds stress and large eddy simulation models is the possibility of a much-improved
description of turbulent transport in turbulent premixed flames. This issue will be discussed in more detail
in connection with turbulent flame-flow coupling in a later section.

Reynolds stress models and LES for inert flows are discussed next.
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4.2.3 Reynolds Stress Models

Instead of assuming a specific form of the relation between mean flow quantities and turbulent transport,
Reynolds stress models compute the transport terms themselves from modelled transport equations. Thus
in three space dimensions six equations for quantities ρu′′i u

′′
j are added to the mass, momentum and

energy balances. (Because of the symmetry of the Reynolds stress tensor, it is not necessary to calculate
all the nine stress components independently.) Generally, this approach adds flexibility to incorporate
new physical effects and allows us to construct models with a much wider range of applicability without
fine tuning.

The stress transport equations are derived, more or less straightforwardly, by manipulating the original
equations. Thus one first subtracts the averaged momentum equation from the original one in order to
obtain an equation for the averaged momentum ρv′′. Tensorial multiplication by v′′ and subsequent
averaging leads to equations of the form

v′′ ◦ ∂ρv
′′

∂t
+ ... = ... (4.2.21)

In a similar fashion, one derives from the non-conservative from of the momentum equation the coun-
terpart

ρv′′ ◦ ∂v
′′

∂t
+ ... = ... (4.2.22)

Addition of these 2 equations yields the desired transport equation for the Reynolds stresses. Wilcox
[4.5] provides the following compact formulation of these equations for the case of constant density,
incompressible flows, which we cite here for illustration of the modelling issues involved:

∂τ τ
∂t

+ v̄ · ∇τ τ = −τ τ · ∇v̄ − (τ τ · ∇v̄)t + ε−Π +∇· (ν∇τ τ +C) (4.2.23)

where

Π =
p′

ρ
(∇v′ + (∇v′)t) (4.2.24)

ε = 2ν(∇v′)t · ∇v′ (4.2.25)

ρ∇·C = ρv′ ◦ v′ (∇·v′) +∇(p′v′) +
(
∇(p′v′)

)t
. (4.2.26)

The key advantages of including a stress transport model are that certain effects that are lost in the
more simplified algebraic, one- and two-equation models are now included and provide for the desired
enhanced capabilities and more general applicability. These include

• effects of flow history;

• convection, production and body force effects which—under appropriate closure—allow the inclu-
sion of streamline curvature, system rotation, and stratification effects at least qualitatively [4.5];
and

• unequal normal stresses, allowing proper adjustment under sudden non-isotropic changes of strain
rates.
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On the other hand, this ansatz changes not only the number of equations to be solved, but also modifies
the mathematical character of the equation system: Molecular transport in the original Navier-Stokes
equations figures as a second derivative damping term changing the equation type from hyperbolic (el-
liptic/hyperbolic) for the inviscid case to parabolic (elliptic/parabolic) for viscous unsteady compress-
ible (incompressible) flows. In the Reynolds stress equations, the turbulent transport terms are now un-
known variables themselves, and thus the character of the original balance equations remains unchanged,
whereas the equation type is now determined by the Reynolds stress equations. Their type, in turn, de-
pends on the closure approximations introduced for all triple correlations. The change of the equation
type obviously has consequences for the choice of appropriate numerical techniques, and a general recipe
is hard to provide because of this dependence on modelling assumptions.

Notice also, that closure requires determination of Π, ε,C. The most popular Reynolds stress models
(see e.g., [4.17]) introduce explicit closures for the pressure strain and triple correlations covered by
Π,C, but keep an additional dynamic equation for the dissipation tensor ε. Thus one introduces, e.g.,

ε = ε

(
2
3
1 + 2fsB

)
(4.2.27)

whereB is the Reynolds stress anisotropy tensor

B =
1

2 k

(
τ τ −

2
3
k 1

)
, (4.2.28)

k is the turbulent kinetic energy

k =
1
2

tr(τ τ ) (4.2.29)

and fs is a Reynolds number dependent weight function

fs =
(

1 +
1
10

Ret

)−1

. (4.2.30)

Then, in order to obtain the full dissipation tensor, ε, one needs to model the time evolution of its trace
ε from Equation (4.2.27). This is done by including either a dissipation evolution equation as in a k-ε
model (see [4.17,4.18] and many other references in Reference [4.5]) or by modelling the evolution of a
characteristic turbulence time scale tt ∼ ω−1 through an ω-equation [4.19, 4.20].

4.2.3.1 Summary and qualifications

Reynolds stress transport models do succeed in overcoming many of the shortcomings of the simpler
models discussed in the last subsection. There are a number of well-documented Reynolds stress mod-
els in the literature and their performance on various flow configurations has been extensively tested by
comparison with experimental data. Flows with streamline curvature, boundary layers with strong pres-
sure gradients, rotating flows, and boundary layer flows with separation have been modelled with much
higher accuracy than has been possible with algebraic, one- or two-equation models [4.5].

These improvements are obtained at the cost of considerably increased model complexity involving equa-
tion systems whose structure differs substantially from that of the Navier-Stokes equations. This last fact
should be considered as one of the major obstacles to a more widespread application of Reynolds stress
transport models in everyday engineering investigations: Navier-Stokes solvers are more or less readily
available and are straightforwardly extendable to algebraic, one- and two-equation turbulence modelling.
Incorporation of Reynolds stress models requires dramatically more intense efforts.
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In the context of combustion simulations, we will see later on that Reynolds stress transport models
provide a very natural framework for sophisticated flame-flow coupling schemes. The importance of
this aspect should not be underestimated and will be discussed in detail in Section 4.3.4.2.

We should not leave unmentioned the recent development of an intermediate complexity turbulence
closure by Oberlack [4.21 to 4.23]. Oberlack observes that one of the major shortcomings of algebraic,
one- and two-equation models is their inherent assumption of local isotropy of turbulent transport. He
reconsiders Rotta's [4.24] original derivations of multi-point statistics of turbulent flows and essentially
derives an anisotropic version of a k-� model. The key advantage of this approach is that the model
structure remains comparable to that of a k-ε or k-ω model, while the above-mentioned shortcomings
regarding isotropy assumptions are removed! The model is still awaiting wider application but should be
kept in mind as a promising compromise between algebraic, one- and two-equation models on the one
hand and full-fledged Reynolds stress models on the other.

4.2.4 Large Eddy Simulation (LES)

4.2.4.1 The key ideas of LES

An important aspect of all the Reynolds averaged flow models from Sections 4.2.2, 4.2.3 is that they
model all turbulent fluctuation scales while only the gross flow features are computed explicitly. As
a consequence, none of the small-scale turbulent fluctuations are computed in a dynamical fashion,
and the turbulence statistics are completely unaccessible. No information on the inherently unsteady
nature of turbulence is provided by these models. This observation is particularly disturbing if one aims
at an improved understanding of these unsteady fluctuations or, as in combustion, is interested in the
interactions between small-scale turbulent fluctuations and the aero-thermochemistry. (See also Section
4.3.1.)

There is an additional aspect of Reynolds-averaged models that is relevant to the subsequent discussions
of LES: In practically all real-life applications the largest turbulent fluctuations (on the integral scale
of turbulence) are inhomogeneous and non-isotropic. Thus much of the advanced theory of turbulence,
which is based to a large extent on just these assumptions of homogeneity and isotropy, is—strictly
speaking—not applicable. This obviously complicates the task of modelling considerably.

Both these problems are addressed by LES as follows: One begins by noting that—according to the
widely accepted Kolmogorov theory—turbulence is characterized by an energy cascade from large to
ever-smaller scales. Energy is fed into a turbulent system at the largest scales comparable to the charac-
teristic system dimensions. It is re-distributed through non-linear instabilities to a hierarchy of smaller
and smaller flow structures. Ultimately, it is dissipated at the Kolmogorov dissipation scale. As more
and more non-linear energy transfers take place, one intuitively assumes that the emerging small scales
are less and less influenced by the detailed larger scale flow patterns that they originate from. One ex-
pects the smaller scales to nearly satisfy the restrictive assumptions of homogeneity and isotropy, thereby
allowing simplified modelling procedures.

Large eddy simulation thus operates with numerical resolutions that allow one to represent a sufficient
range of scales so that (i) most of the kinetic energy of the turbulent fluctuations is captured and that (ii)
the smallest resolved scales are considerably smaller than the integral scale of turbulence. Obviously,
one still cannot completely resolve all the flow features down to the Kolmogorov dissipation scale, and
some kind of “subgrid modelling” is still required.
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Common to all LES models is the concept of “filtering”. The space, time, or ensemble averaging of
standard Reynolds-averaged models is replaced by spatial filtering procedures that only in the simplest
case are actual spatial averages with a fixed averaging domain size. More generally, an LES filter is of
the form

v(x, t) =
∫ ∫ ∫

G(x− ξ; ∆)v(ξ, t) d3ξ (4.2.31)

with a filter function G(r; ∆) satisfying the conditions

G ≥ 0 , G(r; ∆)→ 0 as
|r|
∆
→∞ (4.2.32)

and the normalization ∫ ∫ ∫
G(r; ∆) d3r = 1 . (4.2.33)

The filtered flow quantities such as v in Equation (4.2.31) are the primary unknowns in an LES model.
One of the first choices in constructing a LES model is to choose such a filter. Simple algebraic space av-
eraging, corresponding to a box filter, filtering in Fourier space, Gaussian filter weights in physical space,
and a host of alternatives have been proposed [4.5,4.25]. The common point is that any filter introduces
a characteristic length ∆, which defines the smallest resolved scale and thus separates computed from
modelled flow structures.

Given a filter definition one can proceed to derive new governing equations for the filtered quantities by
applying the filter to the original unfiltered equations. For example, for incompressible constant density
flow, the divergence constraint and momentum equation read

∇·v = 0 (4.2.34)

and
∂v

∂t
+∇· (v ◦ v) +

1
ρ
∇p− ν∇2v = 0 . (4.2.35)

The challenge in LES modelling becomes clear when the filtered non-linear convection term is decom-
posed as

v ◦ v = v ◦ v +L+C +R (4.2.36)

where
L = v ◦ v − v ◦ v

C = v ◦ v′ + v′ ◦ v

R = v′ ◦ v′

(4.2.37)

are subgrid-scale non-linear flux contributions that require modelling. These terms are dubbed the
“Leonard stress”, the “cross-term stress”, and the “subgrid-scale (SGS) Reynolds stress”, respectively.

Notice that, depending on the choice of filter, one may have

v �= v , (4.2.38)

which is in contrast to standard Reynolds averaging and implies that the cross-term stresses are generally
non-zero. This non-standard behaviour of LES filtering can also have a non-negligible influence on
subgrid-scale modelling.
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Two major modelling approaches have emerged over the past decade: Explicit subgrid-scale models,
the origin of which go back to Smagorinsky's fundamental work, [4.26], and the more recent dynamic
LES models following a seminal paper by Germano et al. [4.27], (see also the reviews in References
[4.28 to 4.31]).

4.2.4.2 Explicit subgrid-scale models

An important presumption of this kind of model is a directed energy cascade, in which energy as well
as information are transferred from large to small scales. Under these conditions it would be irrelevant
at which scale precisely the cascade is truncated. It would be sufficient to capture and dissipate the
transferred flux of energy at some scale that is small enough to guarantee that there is negligible dynamic
“backscatter” from this smallest resolved scale back up to the larger dynamic flow structures.

Models using an explicit small-scale viscosity build on this concept and essentially assign the smallest
resolved numerical grid scale to be the dissipation scale ∆. In the simplest case, an effective mixing
length eddy viscosity is introduced [4.26] that has the smallest mesh size as the effective mixing length.
Since the fundamental problem of representing the net effect of small scales that are not resolvable on the
given numerical mesh remains the same as in Reynolds-averaged models, one can go to any sophistica-
tion in modelling the subgrid-scale effects. Thus while the above-mentioned Smagorinsky methodology
corresponds to an algebraic turbulence model, a one-equation subgrid-scale model has been proposed
by Lilly [4.32], a second-order closure by Deardorff [4.33], and novel non-linear stress-strain relations
by Bardina et al. [4.34]. The reader should consult the above-mentioned reviews and the original papers
referenced therein for more detail.

4.2.4.3 Dynamic subgrid-scale models

Germano et al. [4.27] went one step further in exploring the cascade idea for subgrid-scale modelling.
They observed that according to standard concepts, the cascade is directed from the large to the small
scales and that at the small-scale end of the spectrum the dynamics is close to self-similar. Under these
conditions, an LES that resolves a considerable part of the cascade already features a suitable represen-
tation of small-scale dynamics. All that is needed to close the subgrid-scale problem is to extrapolate the
computed grid-based results in a suitable fashion to the unresolved scales.

Under this premise, one should expect that the subgrid-scales act on the smallest resolved scales in a
fashion that is completely analogous—except for suitable rescaling—to the action from the smallest
resolved scales to the next larger ones. This latter action is accessible within the data produced in the
LES computation, so that the remaining task is to find the appropriate extrapolation and re-scaling rules.

Invoking a mixing length hypothesis for subgrid-scale turbulent fluxes, the subgrid-scale stress tensor is
written as

τ SGS = 2µSGSS −
2
3
µSGS(∇·v) 1 (4.2.39)

where

S =
1
2

(
∇v + (∇v)t

)
(4.2.40)

and where the subgrid-scale viscosity is defined as

µSGS = Cs ρ∆2 |S| . (4.2.41)
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This very simple approach leaves one with a single open modelling coefficient Cs that remains to be
determined. The crucial new idea in dynamic modelling now is to not assign this coefficient in advance
but to adjust it in a suitable fashion dynamically from the computed data.

It is assumed that the smallest resolved scale acts on the next larger scales in the same fashion as the
unresolved scales should influence the smallest resolved scales. If that is so, the unknown coefficient
Cs should be computable from resolved data only. Thus Germano et al. [4.27] introduce a second filter
in addition to the original subgrid-scale filter, whose filter scale ∆̂ is larger than ∆. Next the ∆̂ filter is
applied to the ∆ filtered equations and it is required that the new field v̂ satisfies an equation analogous to
that for the v-field. Considering the combined convective and subgrid-scale viscosity terms (for constant
density incompressible flows as an example) one obtains

v̂ ◦ v − 2Cs
̂(

∆2 |S|S
)

= v̂ ◦ v̂ − 2Cs ∆̂2 |Ŝ|Ŝ (4.2.42)

or, equivalently,
2Cs ∆2M = L (4.2.43)

with the obvious definitions
L = v̂ ◦ v − v̂ ◦ v̂

M = ̂|S|S − ∆̂2

∆2
|Ŝ|Ŝ .

(4.2.44)

A single equation for Cs is now extracted by contracting that equation withM and averaging the result
over at least the larger filter scale ∆̂. Let this average be denoted by angular brackets, then

Cs ∆2 =
〈L : M〉

2 〈M : M〉 . (4.2.45)

Some conceptual problems with spatially isotropic and temporally instantaneous averages for 〈·〉 have
been removed by Meneveau et al. [4.35] by introducing averages along particle paths. This approach
introduces an improved flow history dependence and properly accounts for strong anisotropy that may
develop, e.g., in separation flows, flows over obstacles etc.. For an implementation, see Reference [4.36].

Dynamic subgrid-scale modelling has the crucial advantage that the model viscosity properly responds
to local flow structures. As can be seen from the above derivation, subgrid-scale viscosity is introduced
only when the Tensor L detects considerable differences between the net convective non-linear flux on
the ∆-scale and the non-linear flux from the ∆̂-filtered velocities. If there is no small-scale activity
underneath the ∆̂-scale, then subgrid dissipation is not invoked.

In an interesting fashion, dynamic subgrid viscosities of the Germano type respond not only to the com-
puted flow data but also, in an intricate fashion, to the numerical method used. When a more dissi-
pative numerical scheme is employed, the numerical dissipation automatically suppresses some of the
small scale dynamics. As a consequence, the the tensor L will sense less activity than it would under
a non-dissipative numerical scheme. In this fashion, the dependence of the sum-total of numerical and
subgrid-model dissipation will be diminished. (Obviously, this kind of model will not and should not
introduce negative viscosities under normal conditions, so that overly dissipative numerics will have a
negative effect in smooth flow regions! The dynamic subgrid model thus does not relieve one from the
demand to use high-accuracy numerical methods in general.)
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4.2.4.4 Summary and qualifications

Large eddy simulation is an alternative to Reynolds-averaged turbulence modelling. It requires much
higher numerical resolution and therefore is not yet applicable to very large-scale systems. To provide a
scale, we cite Haworth [4.37] who predicts that LES will be routinely applicable for internal combustion
engine simulations (lengths scales of order 10 cm) within the coming years. On the other hand, successful
LES provides insight into the dynamics of turbulence that Reynolds-averaged flow simulations cannot
offer. Since the upper range of length scales is resolved numerically, much of the non-linear chaotic
dynamics of turbulence is represented and can be compared with experimental measurements. Moreover,
integral-scale flow statistics can be evaluated and probabilities of selected events can be extracted. This
could be of primary importance for combustion modelling as will be elucidated in a later section on LES
in combustion.

The original hope that the principal tasks of modelling would be simplified has been fulfilled in the sense
that, for example, high-resolution LES allows proper resolution of near-wall flows without specialized
wall interaction models. The dynamic extension of the very simple Smagorinsky one-coefficient model
has already brought considerable progress and success. It should be kept in mind, however, that the
dynamic adjustment idea of Germano et al. can be transferred also to intrinsically more complex models
(with many more free coefficients) as has been pointed out by Jimenez [4.38].

Despite this “success story” of LES , Reynolds-averaged modelling will not be replaced completely in
the near future for the following reasons:

• For large-scale systems, reliable LES with sufficient resolution will be computationally too de-
manding for years to come.

• The detailed flow dynamics information provided by LES is simply not of interest in many appli-
cations where global statistical mean values are all that is needed.

• Large eddy simulation models are far from being fully established and proven for the tremendous
range of engineering fluid mechanical applications. In particular, proper LES approaches for flows
that involve additional physics, such as multiple fluid phases, strong gravitational stratification or
the aero-thermochemistry of combustion are still in their infancy. For some of these systems it is,
for example, not at all clear that there is a well-defined cascade, so that the LES methodology itself
may become questionable.

4.2.5 Subgrid-scale Porosity Models

Many practical applications involve very complex geometries with a wide variety of obstacles such as
tubes and grids. Since such obstacles may be much smaller than the enclosure, it is often prohibitively
expensive to resolve each obstacle.

This problem can be addressed by implementing a sub-grid model for obstacles that are smaller than the
computational grid. Subgrid models have been developed to address the flow resistance, heat transfer,
turbulence generation, and the enhanced combustion resulting from the subgrid obstacles. The flow
resistance is introduced as a source term in the momentum Equation (4.2.5)2 after it has been averaged
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and closed though a suitable turbulence model. The momentum source term can be written as

Sv = −α
d
Cd

1
2
ρ|v|v (4.2.46)

where d is the characteristic dimension of the obstacle; Cd is the drag coefficient; and the constant, α, is
a friction factor that depends on the shape of the obstacle, the number of obstacles per unit volume and
the spatial arrangement of the obstacles. The above approach has been used extensively in the modelling
of explosions on off-shore platforms [4.39]. The drag coefficient may be assumed to be constant for
a particular obstacle shape or may vary with the Reynolds number and the Mach number of the gas
flow over the obstacle. Similarly, the subgrid heat transfer can be modelled by including a heat loss
term [4.40, 4.41] in the energy equation. For a dense obstacle array, the density ρ in Equation (4.2.5)2
should be multiplied by a porosity factor, φ, which corresponds to the volume fraction occupied by the
gas.

Subgrid obstacles can produce turbulence that, as discussed in the following section, can greatly increase
the rate of combustion. The turbulence produced by subgrid obstacles can be modelled by adding an
appropriate source term in the equation for the turbulent kinetic energy, k, discussed in Section 4.2.2. One
approach is to assume that the turbulent kinetic energy produced by the obstacles is a constant fraction,
Ck, of the energy loss associated with momentum loss caused by drag [4.39]. Another approach is to use
a one-parameter turbulence model for a particular geometry. Sha et al. [4.40] have used this approach to
model multi-phase heat transfer in tube bundles. Finally, the turbulent length scale, �, required by many
combustion models, is usually expressed as a fraction of a characteristic length scale, such as the size
of the obstacle or the spacing between obstacles. Benchmark tests, performed for a steady flow though
a finite length (5 m) of obstacles [4.39], indicate that subgrid obstacle models can provide an accurate
solution inside the obstacle array. However, a grid size approaching that of the obstacles can be required
to resolve the strong gradient in the turbulent flow properties immediately downstream of the obstacles.

4.3 Turbulent Combustion Models

4.3.1 Regimes of Turbulent Premixed Combustion

A coarse estimation of how a turbulent flow field and premixed combustion may interact can be gener-
ated by comparing their respective characteristic length and time scales. As a basis for the subsequent
discussions, we list the major relevant scales and provide brief explanations of their physical meaning:

Scales and characteristics of fully developed turbulence:

k Turbulent kinetic energy Kinetic energy per unit mass of turbulent velocityfluc-
tuations.

ε Energy dissipation rate According to Kolmogorov's theory, [4.2,4.3], the dis-
sipation rate is characteristic for both the actual rate
of molecular energy dissipation at the Kolmogorov
scale and the energy transfer rate through the cascade
between � and �K .

� Integral scale Largest identifiable scale of turbulent fluctuations.
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u′ ∼
√

2k Fluctuation velocity Characteristic magnitude of turbulent velocity fluctu-
ations; observed at the integral scale.

τ ∼ �

u′
Integral time scale Also called “eddy turnover time”.

Ret ∼
u′�
ν

Turbulent Reynolds number Notice this Reynolds number is based on turbulent
fluctuation length and velocity scales, but not with the
scales of the overall flow field. Reynolds numbers
based on system dimensions and mean flow velocities
may be orders of magnitude greater than Ret

�Kol ∼
(
ν3

ε

) 1
4

∼ �Re
− 3

4
t

Kolmogorov scale Smallest identifiable scale of turbulent fluctuations.
At the Kolmogorov scale, the fluctuation energy that
has cascaded down from the integral scale is dissi-
pated.

τKol ∼
(
ν

ε

) 1
2

∼ τ Re
− 1

2
t

Kolmogorov time scale Characteristic time of motion of the smallest turbulent
eddies; also inverse of a characteristic strain rate at
the Kolmogorov scale.

uKol ∼
�Kol

τKol

∼ u′Re
− 1

4
t

Kolmogorov velocity scale Velocity fluctuation at the Kolmogorov scale.

Scales and characteristics of aero-thermochemistry:

sL laminar flame speed Characteristic propagation velocity of a laminarflame
relative to the unburnt gas.

�F laminar flame thickness Characteristic thickness of a laminar flame including
the preheat and reaction zones.

�R laminar reaction zone
thickness

Characteristic thickness of the reaction zone within a
laminar flame.

tF ∼ �F
sL

Flame passage time scale Time a laminar flame needs to pass over its own struc-
ture.
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tQ Quenching time scale Inverse of a typical strain rate sufficient to quench
the reaction zone of a laminar flame. tQ may also be
considered as a characteristic chemical reaction time
scale.

Relevant characteristic non-dimensional numbers:

Ret ∼
u′�
ν

Turbulent Reynolds number See above

Da ∼ τ

tF
Damköhler number Indicates whether chemistry is fast (Da� 1) or slow

(Da � 1) relative to the integral scale turbulence
dynamics.

Ka ∼ tF
τKol

Karlovitz number Indicates at which point (Ka ≈ 1) the smallest turbu-
lent eddies penetrate into the laminar flamelet preheat
zones.

K ∼ tF
τKol

Karlovitz Stretch Factor Indicates at which point (K ≈ 1) the turbulence cor-
relation time becomes comparable with the laminar
flamelet passage time �F/sL.

Kq ∼ tQ
τKol

Quench-Karlovitz number Indicates at which point (Kq ≈ 1) the smallest tur-
bulent eddies quench the quasi-laminar thin reaction
zones.

As we follow Peters [4.42, 4.43] closely, we consider the Borghi-Diagram displayed in Figure 4.3.1-1.
There are two extreme regimes. The “the well-stirred reactor regime” is characterized by limitingly slow
chemistry, whereas in the “eddy breakup regime” there is infinitely fast chemistry and infinitely slow
molecular transport. Notice that the conceptually possible regime of infinitely fast chemistry at finite
molecular transport efficiency is not of interest for applications because this regime would correspond
with infinitely fast laminar flame propagation as shown in Reference [4.44].

Well-stirred reactor regime. Here the chemistry is so slow compared to the turbulent motions that all
chemical species are always locally well mixed and chemical reactions proceed essentially at a kinetics-
dominated rate. Modelling in this regime will proceed by separating the processes of mixing and re-
action: Turbulent mixing and convection generate statistical distributions of the aero-thermochemical
scalar variables (species mass fractions, enthalpy, temperature) and chemistry progresses according to
the appropriate chemical kinetic scheme in a quasi-homogeneous fashion. Because of the typical strong
non-linearity of realistic chemical reaction mechanisms, modelling must generally take into account
that the mean kinetic reaction rates are not equal to the reaction rate functions evaluated with the mean
scalars. Only under extreme conditions will scalar fluctuations be sufficiently damped to allow straight-
forward evaluation of chemical rates with the mean values of the relevant scalars. To capture the in-
fluence of scalar fluctuations on the mean rates under more general circumstances, the most appropriate
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Figure 4.3.1-1: The Borghi diagram for regimes of turbulent premixed combustion

approaches include a joint probability density function (PDF) for the reactive scalars. Mean reaction rates
are then evaluated by averaging the chemical rates with respect to this probability distribution. These
PDF-methods are discussed in Section 4.3.7.

Eddy breakup regime. This is the opposite limit of infinitely fast chemistry and infinitely slow molec-
ular transport. The label “eddy breakup” implies that as soon as a turbulent eddy mixes reactive gases
that have suitable thermodynamic states these are burnt instantaneously. This picture of “mixed is burnt”
is most appropriate for non-premixed combustion where in fact the fuel and oxidizer species can react
only when brought together by molecular-level mixing. Turbulence greatly enhances this mixing process
by multiple folding of the fuel-oxidizer separation layer and increasing the scalar gradients responsible
for driving the molecular level diffusive fluxes. For premixed combustion, the “mixed is burnt” picture
is less intuitive as fuel and oxidizer species are by definition already premixed. However, the cold reac-
tants are unable to burn under most realistic conditions since the highly non-linear chemistry is frozen at
ambient temperatures. Thus for the reaction front to progress, it is necessary that the unburnt gases be
prepared for reaction on the molecular level by getting into close contact with the hot and radical-loaded
burnt gases. Here, turbulent mixing comes in by multiple folding of the separation layer between unburnt
and burnt gases, which is nothing but a locally one-dimensional laminar flame. Under these conditions,
the turbulent flame folding determines the net reactant consumption, and the mean chemical rates are
proportional to the inverse of the turbulent integral time scale τ . Modelling in the eddy breakup regime
is discussed in Section 4.3.3.

Most realistic combustion systems do not satisfy the drastically simplifying assumptions underlying the
two limit regimes described above. A hierarchy of increasingly complex models has been developed in
recent years to cope with the fact that turbulence and chemistry generally interact on a wide range of
length and time scales, depending on the specific application.
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Laminar flamelet regime. This regime is similar to the eddy breakup limit in that reaction takes place
within narrow, quasi-laminar flame zones. The key difference is that turbulence is not sufficiently intense
to override the inherent laminar flame dynamics. On the one hand, the geometrical distortion of the flame
surfaces (which may be multiple connected) is governed by both turbulent transport and laminar flame
propagation dynamics. The latter includes the relative motion between flame and unburnt gases and
laminar flame instabilities [4.1, 4.45]. On the other hand, the flame progression speed is perturbed by
flame stretch, flame curvature, and unsteady thermodynamic conditions in the vicinity of the flame. The
most important task of modelling in the flamelet regime is a proper description of the flame surface
area increase, while higher-order corrections are induced by perturbations of the laminar flame structure
[4.46,4.47]. One may distinguish the “wrinkled flamelet” and “corrugated flamelet” regimes, depending
on whether the inherent laminar flame dynamics or turbulent convection dominates the evolution of the
flame surface.

Thin reaction zone regime. With increasing turbulence intensity, the smallest turbulent eddies decrease
in size until their extension becomes comparable to the laminar flame thickness. Peters [4.43] introduces
the “thin reaction zone regime” in which the laminar flame structure is disrupted by turbulent mixing,
while the generally much thinner quasi-laminar reaction zones still survive. Thus the pre-conditioning
process that brings the unburnt gas to thermodynamic-chemical conditions at which reaction commences
is modified by turbulence, while the ultimate progress of reactions still proceeds in a locally quasi-laminar
fashion. In this regime, the net rate of fuel consumption is influenced at a comparable level by both
the effective reaction surface area and the turbulence-dominated pre-conditioning process. Consistent
models appropriate for this regime are being introduced into numerical modelling only as this report is
being compiled.

Distributed reaction zone regime. At even higher turbulence intensities, the turbulence-induced strain
on the reaction zones becomes sufficient to quench them at least locally. Thus because of the intermit-
tency of turbulence, thin reaction zone combustion and well-stirred reactor regions begin to co-exist.
Currently, there are no models that would appropriately interpolate across this threshold. The most
promising ansatz in this direction appears to be extended PDF methods that would properly account for
the intimate coupling between reaction and molecular transport in the flamelet and thin reaction zone
regimes, while keeping the option of modelling the turbulence-dominated well-stirred reactor regime.

4.3.2 Modelling Strategies: Distributed Reaction versus Reaction Fronts

Two principally different approaches to modelling the progress of turbulent premixed combustion must
be distinguished. The most popular approach describes turbulent combustion by an equation system that
is as close in structure to the original reactive Navier Stokes equations as possible. In this set-up the key
modelled quantities are the mean volumetric reaction rates (for a characteristic reaction progress variable)
and the net turbulent transport within the effective turbulent “flame brush”. The interaction between mean
reaction and turbulent transport then yields the overall reactant consumption rate [4.48 to 4.52].

The alternative approach considers a turbulent premixed flame as an effective reacting discontinuity.
Here, the detailed internal processes within the flame brush are not resolved, but the overall reaction
progress is described as being a net turbulent flame speed sT , in analogy with the laminar burning velocity
sL, [4.53, 4.54].

Although the former approach has the advantage of incorporating detailed models of all the sub-processes
within the flame brush, its disadvantage is that it actually must incorporate these detailed models in order
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to properly function at all. The only modelled quantities for the second approach are the turbulent burning
velocity sT and suitable jump conditions for the turbulence quantities across the flame, which cannot be
derived straightforwardly from the conservation principles. Its disadvantage is that there are highly
unsteady combustion regimes where the internal turbulent flame structure is far from quasi-steady and
the notion of a turbulent burning velocity becomes questionable in the first place.

The importance of a proper interaction between turbulent transport and net chemical reaction progress
in a resolved flame brush cannot be overestimated. As pointed out, e.g., by Chorin [4.55] and by Teng et
al. [4.56], the net propagation speed of deflagration wave (i.e., of a “flame”) with respect to the unburnt
gases depends on the detailed internal flame structure. This is in contrast to shock or detonation waves,
whose propagation speed is determined solely by initial and boundary data of the flow problem (see
also Section 4.5.4 below). As a consequence, the first modelling strategy described above must always
incorporate proper submodels for both the mean reaction rates and the turbulent transport processes.
Neglect of one of these ingredients will provoke utterly wrong results!

4.3.3 Eddy breakup and extensions

Eddy breakup models are typically formulated according the the first modelling strategy described in Sec-
tion 4.3.2. It should be noted, however, that the eddy breakup limit corresponds, under the propagating
flame front modelling paradigm, to Damköhler's [4.57] classical turbulent flame speed prediction,

sT ∼ u′ . (4.3.1)

High-speed combustion simulations for the large-scale RUT facility using this modelling approach have
been reported in References [4.53, 4.58].

4.3.3.1 Mean reaction rate modelling

As discussed above, in this regime turbulent mixing dominates the net reactant consumption. Thus the
characteristic consumption rate is proportional to the inverse of the turbulence integral time scale τ . In
addition, it is known that reactions are frozen in the cold unburnt and that they cease when all the reactants
are consumed. Introducing a suitably defined reaction progress variable c̃, with c̃ = 0 in the unburnt gas
and c = 1 in the burnt, the mean reaction progress is modelled as

∂ρ̄c̃

∂t
+∇·(ρ̄c̃ṽ) = ∇·(µτ∇c̃) + ρ̄ω̃ (4.3.2)

where

ω̃ =
1

τEBU

c̃(1− c̃) . (4.3.3)

In actual numerical implementations, the determination of the turbulent characteristic time scale depends
on the underlying flow turbulence model. For the most-often-used one- and two equation models—which
provide a characteristic turbulent kinetic energy k and either a turbulent mixing length �, a turbulent
energy dissipation ε, or a turbulent dissipation rate ωτ—the turbulence time scale is modelled as

1
τEBU

=
1
τ

=∼
(
k

�2

) 1
2

∼ ε

k
∼ ωτ . (4.3.4)

Obviously, this modelling strategy completely neglects chemical kinetic influences. As a consequence,
these models systematically overpredict the chemical energy conversion when either chemical reactions
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have not yet been ignited at all or when the well-stirred reactor regime with kinetics-dominated reaction
is approached. A heuristic correction [4.51, 4.52] that, with appropriate tuning, considerably improves
eddy breakup predictions simply replaces the turbulence dictated 1/τEBU = 1/τ from Equation (4.3.4)
with

1
τEBU

= min
(

1
τ
,

1
tch

)
, (4.3.5)

where 1/tch is a suitable estimate of the relevant slowest chemical time scale that is controlling the
reaction progress. This can be either an ignition delay time for unreacted gases undergoing an auto-
ignition process, or it may be a laminar flamelet quenching time scale when the transition between the
eddy breakup and well-stirred reactor regimes is to be modelled in a heuristic fashion.

4.3.3.2 Turbulent transport within the flame brush

Eddy breakup models and their extensions as formulated originally in References [4.48,4.51,4.52,4.59,
4.60] typically focus on the mean reaction rate model as described above. The fact, discussed in Section
4.3.2, that there must be a suitably balanced approach taking into account also the turbulent transport
processes is normally neglected. The available standard turbulent transport models applied in the burnt
and unburnt gases are simply transferred to the flame brush region as well.

Notice, however, that the Bray, Moss, Libby (BML) model [4.49,4.50], which specifically addresses the
issue of turbulent transport in the flamelet regime, is applicable in the eddy breakup limit as well. Thus
a very sophisticated turbulent transport scheme, suited for combination with an eddy breakup approach
is available in the literature. For more details on the BML model, see Section 4.3.4.2.

4.3.3.3 Summary and qualifications

Eddy breakup modelling provides a crude first approach to turbulent combustion simulations when the
primary interest is in (i) worst-case estimates for high-intensity turbulence and (ii) details of the flame
acceleration history from ignition to high-speed combustion are irrelevant. Heuristic extensions of EBU
models to include characteristic time scales of chemistry lack a systematic derivation from first principles
and should be considered as ad hoc “fixes”. With suitable fine tuning of the detailed chemical time scale
models, one might obtain reasonable agreement with experimental data and obtain limited predictive
capabilities within the range of conditions that was used in fine tuning the models.

Much more sophisticated modelling is required to obtain true predictive capabilities both for flame accel-
eration and the kinetics-dominated high-turbulence intensity regime responsible for potential transition
to detonation.

4.3.4 Flamelet Models

The key goals behind flamelet modelling are to incorporate effects of (i) fast but finite reaction rates, (ii)
the inherent quasi-laminar flame dynamics, and (iii) the intimate coupling between chemical reactions
and molecular transport that arises when rapid chemistry enforces very thin flame structures. Recent
work by Peters [4.43] has revealed that in the true flamelet regime, where quasi-laminar flame structures
including preheat and reaction zones actually persist, the effects of finite rate chemistry appear as per-
turbations only. The dominant effect to be accounted for is the inherent flamelet dynamics, including
various forms of flame instability, [4.1], and the competition between self-induced flame motion and
turbulent convection.
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4.3.4.1 Mean reaction rate modelling

We distinguish again between the two principal modelling strategies from Section 4.3.2.

Flame fronts and turbulent burning velocities. Much of the flamelet modelling literature ( [4.45,4.61]
and references in [4.1]) focus on deriving effective turbulent burning velocities sT , which could readily
be incorporated in numerical flame front tracking schemes [4.53, 4.54]. Given a mean laminar flamelet
burning velocity sL, averaged along the flamelet surface(s), the key problem is to assess the net flame
area increase that is due to the influence of turbulent convection. The net turbulent burning velocity is
then expressed as

sT =
A

Aeff
sL , (4.3.6)

where Aeff denotes the net flame area of an averaged turbulent flame surface that is centred within the
flame brush region, while A is the total laminar flamelet surface area for the same section of the turbulent
flame brush.

The laminar and turbulent flame surface dynamics are conveniently described by a level set procedure.
The flame surface is defined as the zero level set of a scalar function G(x, t) satisfying the G-equation

∂G

∂t
+ (v + sn) · ∇G = 0 on G(x, t) = 0 (4.3.7)

and some constraint away from the flame front, such as, [4.62],

|∇G| = 1 for G(x, t) �= 0 . (4.3.8)

Various different approaches towards assessing the area ratio in Equation (4.3.6) have been proposed.
Fractal surface ideas have been introduced, e.g., in Reference [4.63]. Assuming the flame surface to be
a fractal with dimension D one obtains expressions of the type

A

Aeff
=

(
�

�min

)D−1

(4.3.9)

where D is the fractal dimension of the flamelet surface and �min is the shortest characteristic length
of flamelet corrugations. At the time there had been intense discussions as to whether this minimum
length scale would correspond to the Kolmogorov length of the unburnt gas turbulent flow or whether
this length was determined by a balance of turbulent flame advection and flame propagation relative to
the unburnt. The latter approach naturally introduces the Gibson length �G. It is the characteristic length
that is defined as the very fluctuation length scale within the turbulent energy spectrum at which the
turbulent fluctuation velocity matches the laminar burning velocity [4.42]. A brief dimensional analysis
based on the Kolmogorov scalings leads to

�

�G

=
(
u′

sL

)3

. (4.3.10)

Re-normalization group procedures applied to the level set formulation from Equation (4.3.7) for the
laminar flame surface motion are suggested in Reference [4.61], leading essentially to the Damköhler
limit in Equation (4.3.1). Another corroboration of this result is provided by Peters [4.45], who suggests
closure of the level set equation along the lines of more standard turbulence closure procedures.
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As mentioned, most of these models end up reproducing Damköhler's law from Equation (4.3.1) in the
limit of large turbulence intensity u′/sL � 1 and providing some kind of interpolation down to small
turbulence intensities u′/sL � 1, in which case sT ∼ sL. The net burning velocity law in these cases
would read

sT
sL

= 1 +
(
u′

sL

)n

(4.3.11)

with some power n close to unity.

These earlier attempts have concentrated, in fact, on the limit of large turbulence intensity hoping to
derive the experimentally observed sublinear growth of sT with u′ (the bending effect) solely from the
flame surface dynamics under turbulence. It has only recently been clarified that this bending effect
arises—most likely—not from flame surface dynamics but from a transition into the thin reaction zone
regime (see Section 4.3.5).

The more important range of turbulence intensities, where u′/sL = O(1) has been largely neglected as
pointed out by Bray [4.1]. Consequently, it is in this regime where new modelling ideas incorporating
the inherent stability features of laminar flames are needed. Unfortunately, this regime is of primary
importance for flame acceleration in the early stages after initiation of a laminar flame kernel.

Resolved flame brushes and mean reaction rates. The alternative modelling strategy has been pursued
for the flamelet regime since the first introduction of the Bray-Moss-Libby model (BML), [4.49, 4.50].
Even though, these authors focus most of their attention on the proper modelling of turbulent transport
in the flame brush, their principal approach follows the resolved flame brush strategy and thus they do
propose closure approximations for the mean reaction rates. One major result in this context is a more
systematic derivation of the eddy breakup formulae from Equations (4.3.3), (4.3.4) in the limit of high
turbulence intensity. For moderate turbulence intensities, their mean reaction rate modelling is similar
to more recent approaches based on “flame surface area densities”, as described next.

An approach that is based on effective continuum equations for turbulent combustion in the flamelet
regime (in the sense of homogenization) must provide net distributed source terms per unit volume in the
finite-volume framework or per unit mass in a primitive variable formulation. A relation between these
effective distributed source terms and the singular surface based sources on the flamelet microscale must
be provided. This is done by introducing the “surface area density” Σ, i.e., the flamelet surface area per
unit volume. The burnt gas production rate per unit volume ω̃ from Equation (4.3.2) would then read

ω̃ = sL Σ , (4.3.12)

and the key task of modelling is to obtain the surface area density Σ(x, t).

The flamelet surface evolves because of (i) convection by the unburnt gas velocity vu immediately in
front of the flamelet and the self-induced motion of the surface in its normal direction at speed sL. Given
vu and sL, an exact flame surface area evolution equation can be derived [4.64, 4.65]. Two alternative
formulations have been proposed that are mathematically equivalent, but lend themselves to different
modelling strategies:

As an example, we provide here the propagative formulation, [4.46],

∂Σ
∂t

+∇· (〈vu + sLn〉s Σ) = 〈∇·vu − (n ◦ n) : ∇vu〉s Σ + 〈sLκ〉s Σ (4.3.13)
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where n is the local flamelet surface normal, κ = ∇·n is the mean flamelet curvature, and 〈·〉s denotes
conditional averaging along the flamelet surface. The respective terms in this equation describe (i) the
temporal accumulation of flame surface area, (ii) mean transport by the combined action of unburnt gas
flow, and self-induced motion, (iii) surface stretching by the unburnt gas flow and (iv) surface stretching
because of the self-induced motion of the curved flamelet surface.

The alternative “reaction-diffusion formulation” contains terms that directly correspond to those in Equa-
tion (4.3.13), but these are cast into a form that more resembles a standard reaction-diffusion equation as
implied by its name. It is a matter of modelling strategies and numerical techniques, as to which of the
formulations is actually used.

Obviously, most of the terms in these flame surface area density equations are not known exactly in
a turbulent flow, so that the resulting equation needs closure [4.66 to 4.70]. Vervisch and Veynante,
[4.46] provide an excellent summary of various modelling approaches as well as their numerical and
experimental validation in References [4.71] and [4.72], respectively. Various aspects of observations
from direct numerical simulations and experiments are well reproduced by the modelled flame surface
area equations.

Unfortunately, the key ingredients of inherent flamelet stability, which become important under moderate
turbulence intensities are not yet considered in these models [4.1].

4.3.4.2 Turbulent transport within the flame brush

It is remarkable that there is only one serious strain of work, originally authored by Bray et al. [4.49] and
Bray et al. [4.50], that aims at a systematic assessment of combustion-induced modifications of turbulent
transport. This is particularly disturbing in light of the outstanding importance of the effective transport
for the net combustion rates, (see Sections 4.3.2 and 4.5.4).

Bray et al. [4.49, 4.50], and Bray and Peters [4.47] start off by observing that in the flamelet regime
the probability of actually landing within a flamelet is extremely low, even within the turbulent flame
brush. (See also References [4.1, 4.73].) The reason is that—by definition of the regime—preheating
and combustion are concentrated within asymptotically thin layers that occupy only a small amount of
space. Based on this observation, they conclude that the probability density of a characteristic reaction
progress variable c, say, must be of the form

P (c;x, t) = α(x, t) δ(c) + β(x, t) δ(1− c) + γ(x, t) f(c;x, t) (4.3.14)

where δ(·) is the Dirac-delta distribution, f(c;x, t) is an order O(1) function, whose detailed form is not
specified, and where the coefficients α, β, γ satisfy the crucial estimates

α, β = O(1) but γ � 1 . (4.3.15)

The progress variable varies from c = 0 in the unburnt gas to c = 1 in the burnt, so that α(x, t), β(x, t)
correspond to the probabilities of finding unburnt and burnt gas conditions, respectively.

After introduction of conditional averages · u, · b with respect to unburnt and burnt conditions and heav-
ily using the fact that γ � 1, the authors arrive at asymptotic formulae for the turbulent transport terms
such as ṽ′′c′′ in the Favre-averaged turbulent transport equation for the reaction progress variable or˜v′′ ◦ v′′ in the momentum equations

ṽ′′c′′ = c̃ (1− c̃) (vb − vu) (4.3.16)
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and ˜v′′ ◦ v′′ = (1− c̃)v′ ◦ v′u + c̃ v′ ◦ v′b + c̃ (1− c̃) (vb − vu) ◦ (vb − vu) . (4.3.17)

It should be noted that in a natural way, this theory suggests the introduction of Reynolds stress models,
as the primary quantities appearing here are the Reynolds stresses themselves. One does not obtain any
formulae justifying a gradient transport approximation.

In fact, an interesting observation concerns the counter gradient transport. (cf. [4.72]). In a regime of
not too intense turbulence, one may expect that the conditional mean velocities vu and vb will differ by
the thermal expansion induced within the turbulent flame brush, i.e.,

n · (vb − vu) ≈ −sT (
ρu
ρb
− 1) < 0 , (4.3.18)

where n is the mean flame front normal pointing towards the unburnt gases. From the sign of this
expression, we conclude that the net turbulent scalar transport of c will be directed towards the burnt
gases. On the other hand, c = 1 in the burnt and c = 0 in the unburnt gases, so that a standard gradient
transport approximation would yield

n · (−Dt∇c̃) > 0 (4.3.19)

so that the standard approximation would predict transport towards the unburnt gases. This somewhat
surprising result is neglected in practically all turbulent combustion models that are not derivatives of
the Bray, Moss, and Libby approach!

Veynante et al. [4.74] have closely analyzed direct numerical simulations by Rutland and Trouvé [4.75]
and Trouvé et al. [4.76], which are set up in different regimes of turbulence intensity and surprisingly
imply contradictory conclusions about the presence or not of countergradient transport. Veynante et al.
conclude (see also [4.46]) that both numerical simulation results are nevertheless compatible with the
BML formalism explained above: It turns out that the underlying presumption leading to the sign in
Equation (4.3.18), namely that the conditional mean velocities within the flame brush satisfy an overall
estimate based on the total thermal gas expansion, becomes less and less accurate as the turbulence
intensity increases. For high turbulence intensities, turbulent mixing dominates the expansion-induced
separation of burnt and unburnt gases and the net scalar transport changes sign.

Thus one may conclude that less-sophisticated modelling approaches based on standard gradient transport
approximations throughout the combustion region will yield reasonable results for high-speed flames.
But, as observed previously, the regime of low-to-moderate intensity turbulence, which is most crucial
for the initial stages of flame acceleration, is not properly represented by such simplified schemes.

4.3.4.3 Statistical evaluation through presumed PDFs

The flamelet ansatz introduces strong statistical correlations between various flow variables and transport
fluxes. The knowledge that molecular diffusion always occurs in conjunction with chemical reaction sim-
plifies statistical evaluations considerably. Given a characteristic coordinate c that resolves the flamelet
structures (such as a normalized reaction progress variable), chemical reaction source terms, diffusive
fluxes, species concentrations etc. can all be expressed explicitly in terms of c and a few additional pa-
rametersχ characterizing the flamelet structure (such as an outer strain or the flamelet surface curvature).
Statistical averages of any such quantity Q(c), say, can then be obtained if a probability density for c and
the flamelet parameters is available:

Q(x, t) =
∫ ∫

Q(c)P (c;χ;x, t) dc dχ . (4.3.20)
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Now we will see in Section 4.3.7 below that a full-fledged model describing the time evolution of such
a PDF is extremely complex and that its introduction at the level of flamelet models would destroy their
appealing simplicity.

The standard compromise here is to introduce presumed PDFs. One a priori assumes that the PDF will
have shapes close to a certain class of representative functions that have few free parameters. Thus given
those parameters, the PDF is known. Next, one derives governing equations for those free parameters,
solves these (or their closed counterparts) numerically, and uses the obtained fields of parameters to
locally define the presumed PDF.

The typical “β-PDF”, [4.46, 4.77], has two free parameters, which can be related uniquely to mean and
standard deviation of the distribution. Under these conditions it is sufficient to obtain appropriate es-
timates of the mean and of the fluctuations in order to determine the probability distribution. In the
“presumed PDF approaches” one introduces, in fact, in addition to a transport equation for the turbulent
mean of c an additional model equation for the standard deviation. These equations can formally be
derived rigorously, but the resulting terms generally need closure. In summary, a presumed PDF model
requires one additional equation for the turbulent scalar fluctuations, while avoiding the complexities of
a full PDF transport equation.

Presumed PDF models are very popular in the context of flamelet, thin reaction zone, and the various
conditional moment closure approaches.

4.3.4.4 Summary and qualifications

Flamelet models provide a systematic methodology, based on first principles, to address turbulent com-
bustion modelling in a regime that covers the eddy breakup limit. Combustion is still concentrated in
narrow fronts, but the length, time, and velocity scales of thin flame dynamics begin to non-trivially
interact with the flow turbulence. Following recent arguments by Peters [4.43], the interaction of the
self-induced flame geometry evolution—including flame instabilities—with turbulent convection is the
most important aspect in the flamelet regime.

Promising and successful models for the mean volumetric chemical reaction progress, for effective tur-
bulent flame speeds as well as for the modifications of turbulent transport by combustion have been
proposed and widely tested. A host of flamelet models cater to various different numerical simulation
strategies, such as reaction-turbulent diffusion type of modelling or flame front tracking approaches (see
Section 4.5).

Unfortunately, most of the modelling efforts have been focused on the regime of high-intensity turbulence
where turbulent motions dominate over the intrinsic flamelet dynamics. As previously stated, this is not
the regime where flamelet models are most suitable [4.43]. As a consequence, the regime of low-to-
moderate intensity turbulence, which is most important for the early stages of flame acceleration, is still
in its modelling infancy.

The intimate interplay between reaction progress and turbulent transport that is crucial for the establish-
ment of overall combustion rates has widely been neglected, except in the seminal work by Bray, Moss,
Libby and their co-workers. It is of outmost importance that further developments of the flamelet theory
for the low-to-moderate turbulenc intensity regime will include proper turbulent transport models from
the start.
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4.3.5 Thin Reaction Zones

As turbulence levels increase, one moves up vertically in the Borghi diagram from Figure 4.3.1-1 and
approaches the line Ka = 1. At this point the smallest fluid mechanical eddies (on the Kolmogorov scale)
are comparable in size to the laminar flame preheat zone thickness, and these eddies will begin to non-
trivially distort the laminar flamelet structures. Recent observations from direct numerical simulations
by Poinsot et al. [4.78] indicate that this does not immediately imply a breakdown of all determinstic
structures and the transition to the regime of truly distributed reactions. Rather, they continue to observe
very strong correlations between reactions and molecular transport for Karlovitz numbers much higher
than Ka = 1.

Peters [4.43] independently argues that one must distinguish a complete laminar flame from its reaction
zone. A laminar flame alway includes a reaction zone, but thin reaction zones may well exist without a
flamelet's quasi-oned-imensional, quasi-steady preheat zones. In fact, since the reaction zones of laminar
flames are typically thinner by an order of magnitude than the preheat-reaction zone complex of a laminar
flamelet, one may expect thin reaction zones to exist up to much higher Karlovitz numbers than are
necessary to disrupt the preheat zones.

Peters [4.43] proposes a new theory for turbulent premixed combustion that includes this new ansatz of
“thin reaction zones” and unifies it with the classical flamelet ansatz. Implementations of this theory are
current work in progress, so that no details will be given here. It may suffice to mention the probably
most important result of this theory, namely a consistent explanation of the “bending effect” in turbulent
premixed combustion: It is found experimentally that effective turbulent burning velocities do not follow
Damköhler's limit of sT ∼ u′ for large turbulence intensities. One rather finds a sublinear growth and
even a decay of the effective flame speed for very intense turbulence. The “classical” flamelet ansatz,
which accounts for combustion in only quasi-laminar, quasi-one-dimensional flamelets, does not predict
this bending. Rather, as pointed out earlier, the limit of classical flamelet theories for large turbulence
intensities should be the Damköhler law, which in turn is equivalent to the eddy breakup limit.

The new theory in Reference [4.43] includes the effect of intense stirring within the preheat zone in front
of the “thin reaction zones”. Multi-dimensional turbulent fluctuations are accounted for when modelling
the fluxes of species and heat into and out of the reaction zones. A formulation, based on the the G-
equation or level set approach is developed that successfully unifies earlier flamelet theories and the new
theory for the thin reaction zone regime. Limit considerations for quasi-stationary turbulent flames also
lead to a new and unified effective turbulent burning velocity law.

4.3.6 Conditional Moment Closures

The ansatz of “conditional moment closure” was first introduced by Bilger [4.79]. Noticing that the
typical fast chemistry of combustion reactions induces strong statistical correlations between reaction,
diffusion, and convection, he proposed to systematically build combustion closure models by introducing
statistical moments that are conditioned on selected characteristic reaction variables. Thus, for example,
a vector of mean reaction rates is expressed as

ω̇ =
∫ 1

0
P (c) dc (4.3.21)

where

〈ω|c〉 =
∫
ξ
ω(ξ, c)P (ξ|c) dξ (4.3.22)
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is the conditional average of the reaction rate vector for a given value of the reaction progress variable.
The variable ξ represents other quantities that the local reaction rate may depend on, such as temperature,
other species concentrations etc..

The advantage of this approach is the following: If strong correlations between reaction rates and a
structure variable such as c exist, and if these correlations capture the strongest fluctuations of the variable
to be averaged, then modelling is greatly simplified: Conditional averages as in Equation (4.3.22), e.g.,
be approximated by simple evaluation at the mean state (conditioned on c) and all the statistics is covered
by the probability density P (c) in Equation (4.3.21).

This ansatz automatically captures the classical flamelet theories for premixed as well as non-premixed
combustion and this author is convinced that it also describes the essence of the new theory of “thin reac-
tion zones” formally. However, one should be aware that the formulae in Equations (4.3.21), (4.3.22) are
mere formal representations that, all by themselves, do not yet represent a turbulent combustion closure.
In order to actually evaluate these formulae, one must introduce concrete specifications regarding P (c)
and regarding the evaluation of Equation (4.3.22).

Thus specific closure models for the detailled distributions of, say, ω with respect to the key progress
variable c are to be invoked. It is at this point, where the formal framework of conditional moments
must be backed by physical insight. Obvious candidates for the physical closure are flamelet models for
premixed and non-premixed combustion, or one my borrow from the new thin reaction zone theory in
Reference [4.43]. A wealth of publications is available that covers various modelling approaches as well
as comparisons with experimental observations (see e.g., [4.80 to 4.82, 4.82] or [4.1]).

4.3.7 Statistical Modelling Based on a PDF Evolution Equation

Flamelet, thin reaction zone and conditional moment closure models all try to explore the fact that under
many realistic conditions chemistry is fast and imposes strong correlations between those variables that
describe the chemical reactions. This presumption, however, becomes inapplicable when Damköhler
numbers decrease to order O(1) or smaller. In this case, chemistry will generally still be stiff and fast
enough to leave local traces in the form of strong fluctuations, but it is no longer strong enough to domi-
nate the evolving flow structures. In this situation, a more general approach is needed that does not rely
on a priori knowledge about statistical correlations.

4.3.7.1 The general PDF ansatz

Pope [4.83] has laid the foundation for a turbulent combustion modelling strategy that differs significantly
from the other approaches described earlier. From the start, he assumes an inherently statistical nature
of turbulent combustion and introduces a joint PDF—in the most general case involving all reactive and
thermodynamic scalars as well as the flow velocities. The idea then is to model the temporal evolution
of this probability density, say P (Y , p, T,v;x, t), and to obtain the measurable statistical means and
correlations by integrating suitable moments of the PDF.

An involved derivation leads to the following exact PDF evolution equation [4.83]

∂P

∂t
+ v · ∇xP + ω(T, p,Y ) · ∇Y P = MolecularTransport (4.3.23)

The first term denotes accumulation of probabilities, the second denotes transport in physical space by
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the (fluctuating) velocities, the third describes deformation of the PDF because of chemical reactions,
and the term on the left-hand side is responsible for the effect of molecular scale mixing (heat conduction,
diffusion, etc) on the PDF.

Notably, the chemical reaction term is closed; that is, since all the arguments of ω in Equation (4.3.23)
are independent variables for the PDF, the “convection velocity” in the space of the reactive scalars
is an explicit function that depends on the arguments of, but not on the PDF itself. This observation
is absolutely crucical and is the reason for the considerable attractiveness of PDF models. While in
other turbulent combustion closures one goes to great lengths in constructing expressions for the mean
chemical reaction rates, one gets the analogue in PDF equations for free!

Even more striking, but less used in practice, is the fact that the convective term v ·∇xP (Y , p, T,v;x, t)
is also closed! The velocity, too, is an independent variable for the PDF, and hence the vector v in
this expression is a known quantity. Hence the only term to be modelled is the microscopic molecular
transport term on the right-hand side of Equation (4.3.23). To be clear, the convective transport term
includes turbulent convection. Thus a full-fledged PDF-model that includes the velocity components as
independent variables does not require a turbulence closure in the standard sense. Only those effects
taking place at the very smallest scales on the level of molecular transport do require modelling.

As astounding and attactive as this property of joint PDF models might be at a first glance, it is not ex-
plored in many applied modelling systems. The reasons are that this kind of formulation does not fit into
any of the more standard flow simulation frameworks, where the standard momentum balances are dis-
cretized and solved computationally. In addition, PDF implementations are computationally extremely
demanding, simply because of the high dimensionality of the problem posed: The space of indepen-
dent variables for the PDF comprises three space coordinates, time, three velocity coordinates, and as
many additional independent scalars as there are independent chemical concentrations. Solving a partial
differential equation in more than six-dimensional spaces by standard techniques is utterly unfeasible
given the expected computational capacities for the coming decade. A compromise that saves at least
the advantage on closed reaction terms will be summarized shortly.

The only contribution in Equation (4.3.23) that does require closure is the term on the right-hand side,
which is induced by molecular transport. As molecular transport fluxes are driven by gradients of the
relevant species, an exact and consistent PDF model description would require multi-point statistics
[4.83]. This is generally avoided because it would increase the computational costs even further. Thus
a number of mixing models have been developed in recent years that attempt to approximate the mixing
term by known terms that only involve the one-point PDF, (see [4.83]).

4.3.7.2 Reduction of complexity by turbulence closure

Most flow simulation and combustion codes that are readily available (commercially or as research codes)
rely on discrete integration of the balance equations of mass, momentum, and energy in addition to a set
of species transport and reaction equations. Generally, modelling systems are developed “bottom up” by
first implementing a flow solver and then adding the effects of chemistry with increasing complexity. To
save considerable computational capacities and to avoid the effort of new code implementations of major
dimension, a compromise is often introduced to simplify the PDF Equation (4.3.23)—albeit at the cost
of greater uncertainty or imprecision. The idea is to consider the joint PDF for the reactive scalars and
thermodynamic variables P (Y , p, T ;x, t) only. In this case, the convective term in Equation (4.3.23)
can no longer be expressed explicitly in terms of the arguments of the PDF, but must be modelled. In
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the most popular approach, which couples the PDF evolution to a standard flow turbulence model, one
replaces the velocity v by its turbulent mean v and fluctuations v′′, so that the PDF convection term
becomes

v · ∇xP = v · ∇xP + v′′ · ∇P . (4.3.24)

Given a mean velocity field v, computed by a standard turbulent flow model, the first term is closed. The
second term denotes the statistical mean overall velocities of transport deviating from the mean motion.
This turbulent transport term requires closure and again a number of closure models have been proposed
(see e.g., [4.83,4.84]). This present simplification of the PDF modelling approach does not affect the key
advantage of a closed reaction progress term as described above. Yet it allows a much easier embedding
of the reaction modelling strategy in existing computational fluid dynamics (CFD) codes.

4.3.7.3 Regime of applicability and extended models

In assessing the regime of applicability of PDF models, one realizes that the key advantage of a closed
reaction term is at the same time a limiting factor in applications: The tight statistical correlation between
chemical activity and molecular transport, as observed above for flamelets and in the thin reaction zone
regime, is by construction neglected in the PDF ansatz. The closures of the molecular mixing and tur-
bulent transport terms are uncorrelated with the reaction progress in most PDF models, whereas in these
quasi-deterministic regimes of combustion they are absolutely crucial and, in fact, are the fundamental
basis of turbulent combustion modelling. As a consequence, without further modification, the regimes
of applicability of PDF and flamelet or thin reaction zone models are disjoint.

Since most practical engineering applications belong to the flamelet regime, various efforts have been
undertaken to extend the regime of applicability of PDF models. Anand and Pope [4.85] split the molec-
ular transport term into 2 contributions. One corresponds to uncorrelated mixing of fluid away from
chemically active zones, whereas the other incorporates the quasi-deterministic nature of reaction fronts
in the flamelet and thin reaction zone regimes. Alternatives have been proposed, but a convincing unified
framework for bridging the gap between flamelet and PDF models is still pending.

4.3.7.4 Monte Carlo simulation

As mentioned above, the dimensionality of the argument space of a PDF for combustion applications is
large. In particular, it increases with the number of chemical species to be traced and, in realistic systems,
can easily reach eight or more dimensions. Traditional discrete solution methods for partial differential
equations lead to an exponential growth of computational requirements with the number of argument
space dimensions, and hence quickly to unfeasible conditions.

A solution to this problem comes from Monte Carlo simulation. The PDF is implicitly represented by
a cloud of quasi-Lagrangian particles in state space. A large set of state vectors is initialized, and the
probability to find a state within a given subcell of the state space is set equal to the number of discrete
particles within that cell divided by the total number of particles available. The time evolution of the
PDF according to the evolution Equation (4.3.23) is mimicked by letting the particle states evolve in
time in a suitable fashion. Pope [4.83] discusses how suitable actions on the particle states lead to an
associated evolution of the discrete distribution that correspond in the limit of large particle numbers to
the differential operators in the PDF equation.

It turns out that the computational effort of a Monte Carlo method grows linearly with the number of
dimensions of the state space, so that PDF-based simulations become feasible for systems that are larger
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than systems with the most simplified one- or two-step chemical models.

The closure models from References [4.83, 4.84] for molecular mixing and turbulent transport are also
formulated as actions on particle states rather than state space (integro-) differential operators.

4.3.8 Large Eddy Simulation

Large eddy simulation for combustion problems is becoming increasingly popular for the same reasons
explained in the context of LES for non-reacting flows. Considerable complications arise, however,
because combustion processes considerably affect the turbulent flow structures. The general idea of
dynamically computing all fluctuations on the largest turbulent scales, while modelling only those phe-
nomena whose scale falls below the grid resolution is kept. However, major uncertainties remain as
to what is the appropriate mathematical description of a turbulent flame on the smallest resolved scale.
Vervisch and Veynante [4.46] list at least three different approaches that are currently pursued by various
research groups:

1. Artificially thickened flame fronts [4.86]. Here, a modification of effective transport coefficients
and reaction rate coefficients is introduced that artificially thickens the laminar flame structure so
that it can be resolved on the given computational mesh, but in such a manner that a given effective
flame speed is maintained. Combustion is then treated on the resolved scales as if it were laminar.
The effective flame speed is the key quantity to be “subgrid modelled”, because it is responsible
for the increase of net combustion rates over the laminar case. A consistent dynamic subgrid-scale
model is not yet available.

2. G-equation or level set approaches [4.87, 4.88]. Here the flame is treated at the resolved scale
as a reactive discontinuity, and again the key quantity to be modelled is the effective turbulent
burning velocity for that scale. This approach appears most consistent with dynamic subgrid-scale
models, because there is a direct link between the quantity to be modelled and what is actually
computed on the grid: The effective turbulent burning velocity is essentially proportional to the
turbulent flame area increase that is due to subgrid-scale wrinkling and corrugation. The flame
front wrinkling on the scales larger than the resolved ones is actually simulated by the level set
approach and can be extracted by Germano-type filtering techniques. Hence a dynamic subgrid-
scale model appears as a natural candidate. Despite these conceptually appealing properties, a
successful closed formulation is still work in progress. Notice also that this approach requires a
numerical flame front tracking method, which is considerably more complex than the standard
reactive Navier-Stokes solver (see Section 4.5.5 below).

3. Resolved flame structure in combination with flame surface area density modelling [4.89]. Concep-
tually, this approach combines the advantages of the easier-to-implement resolved flame structure
numerics with the flamelet idea of connecting turbulent flame speeds with effective flame sur-
face areas. Explicit subgrid-scale closures can be tranferred from Reynolds-averaged turbulent
combustion models. A conceptual difficulty arises for dynamic subgrid-scale modelling of the
Germano type, because the key quantity to be extracted by filtering—namely the flame surface
wrinkling—is not readily available on the smallest resolved scales. As the flame structure is rep-
resented by, say, five grid points one would have to go up to length scales of tens of grid points in
each space direction to actually “see” the flame front wrinkling. That basically destroys the appeal
of dynamic subgrid-scale modelling.
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Large eddy simulation for combustion applications is gaining momentum in research at an increasing
rate, but it cannot be considered “state of the art” by any means at this stage.

4.3.9 Reynolds' Averaging, LES, and PDFs in the Context of DDT

We include some principal considerations regarding the interpretation of results produced by the various
modelling approaches described in this section. The key question that is addressed here is the following:

• What can and what cannot be concluded from any given simulation based on a Reynolds-averaged,
LES or PDF simulation?

Two extremes elucidate the point: In the first example, we consider a non-reactive incompressible, con-
stant density steady flow over a flat plate. In this case, a Reynolds-averaged computation will yield a
steady-state (turbulent mean) velocity profile without visible fluctuations in the computed data. Even
though all fluctuations are averaged out by definition, the mean velocity distribution may well be ex-
pected to be close to the velocities that one would measure in an experiment. In a typical situation,
turbulent fluctuations may be expected to amount to about 10% of the local mean velocities. Thus the
computation yields good insight into what would go on in an actual experiment.

A large eddy simulation would, even for steady-state mean flows, never approach a steady state. Persis-
tent instabilities would provide for sustained fluctuations. Because of the chaotic nature of turbulence,
one may not expect, however, to compute fluctuations that can—by time of occurance and location—be
measured in an experiment. All one may expect from LES is to obtain an impression of the magitude of
the fluctuations and hints at the local fluidmechanical mechanisms that are responsible for sustaining the
fluctuations. Nevertheless, a single LES would exhibit many features that could directly be measured
in an associated experiment, including mean values (upon time averaging), fluctuation levels, and their
correlations.

The situation can change dramatically for a simulation of DDT in a mixture that is close to the DDT
threshold. Depending on stochastic details of the initial and boundary conditions, the exact location and
time of detonation birth will be highly irreproducible. Under suitable circumstances, DDT might even
be suppressed. Thus within the ensemble of possible flows for a given set-up, there are subclasses that
drastically differ from one another, with a range from “no combustion at all” to “detonation”.

Assume for a moment that existing turbulence closures for Reynolds-averaged models would be appro-
priate in this case at all. Then, the resulting fields from a Reynolds-averaged model computation must be
interpreted with great care, nevertheless. How close would the computed fields be to any single exper-
imental observation? The answer is not at all! These averaged computations would loose their guiding
role in “assessing what could happen” completely, and they take on a role of “exhibiting what a large
number of nearly equal experimental runs would do to the mean”! It is clear that an experimental ver-
ification and validation of such a model would have to include a large number of measurements, and it
remains unclear whether the computed results would be of any value to the design engineer.

For LES, the situation is more subtle. Depending on the nature of the “trigger” that is responsible for
establishing the various different paths of evolution, an LES may or may not be interpretable as “close to
direct experimental observation”. If it is subgrid processes that trigger changes of the evolution path, then
the same qualifications given for Reynolds-averaged modelling above hold also for LES. If, however, the
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relevant processes occur on the resolved scales, then LES would be able to map out the different possible
solution classes and yield representative results for each of them.

Provided again that subgrid models are suitable for the task, PDF models are most generally applicable,
and there is little uncertainty regarding the interpretation of results. If the ensemble of possible solu-
tions is made up of largely differing subclasses, then a computed PDF should therefore exhibit peaks
or clusters. Interestingly, one cannot, from the standard one-point PDF, reconstruct the solution classes,
though. Assume, for example, that the PDF shows bimodal distributions of the reaction progress variable
in two different corners of a room in which combustion has taken place. Then, one cannot decide which
combinations of

• no burn at all

• corner 1 burnt, corner 2 unburnt

• corner 1 unburnt, corner 2 burnt

• full burnout

are really achieved and are defining the possible sub-classes of solutions. The reason is that a one-point
PDF does not allow one to assess spatial correlations!

4.4 Chemical Kinetics in Turbulent Combustion

For most practical purposes, the progress of chemical reactions is much less complex than one might
expect on the basis of the overwhelming complexity of detailed chemical kinetic systems. A wide range
of approximate modelling techniques has been developed in recent years. Their common goal is to filter
from detailed kinetics only the minimal information needed to describe a given phenomenon of interest
while discarding any complexity that is of minor importance. Depending on the phenomenon considered,
the resulting simplified chemical model will generally be of varying complexity.

If, for example, only the auto-ignition delay of a reactive mixture is of interest, but not the subsequent
details of the chemical energy conversion processes, then one can generally capture the essence with
a single-step reaction model. A counter-example comes, for example, from automotive engine design.
In addition to the dynamics of laminar flamelets, including their quenching limits, one is interested in
pollutant formation levels during turbulent combustion. Accurate descriptions of all the relevant sub-
processes require quite sophisticated kinetic models, even though considerable simplifications relative
to detailed elementary kinetics are still possible, (see [4.90, 4.91]).

Pollutant formation processes should be of minor importance for the present topic of FA and DDT. How-
ever, the kinetics of auto-ignition, flamelet propagation, flamelet quenching etc. are of primary interest
and require careful consideration.

4.4.1 Simplified Closures for Time Scale Transitions

In the context of the “regimes of premixed turbulent combustion” we have seen in Section 4.3.1 that
transitions from chemistry-dominated to turbulence-dominated combustion must be expected. Chemical
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kinetics becomes rate-limiting when turbulent mixing is so intense that reactions proceed locally in a
quasi-homogeneous environment. In that case, reaction progress can well be modelled by straightforward
chemical kinetics evaluated at the turbulent mean state. As turbulence intensities decrease, chemistry
will become more intermittent and the mean reaction rates will diverge considerably from “chemical
kinetics at the mean state”. Yet, turbulent mixing will still be sufficiently intense to inhibit the formation
of coherent structures with correlated chemical kinetic and transport sub-structures. This is the standard
regime for applications of PDF methods. Chemical kinetics may be described in this regime by “reaction
of individual Monte Carlo particles”. No tight coupling to molecular transport is to be expected.

As turbulence intensities decrease further, one will observe the establishment of strong correlations of
reaction and molecular transport, indicating the transition into the “thin reaction zone” and “flamelet”
regimes.

In a coarse, leading order model for fast turbulent combustion, one may want to include only the two ex-
treme cases of (i) infinitely fast chemistry plus high intensity turbulence and (ii) infinitely high turbulence
intensity. As discussed earlier, these extremes correspond to the eddy breakup and to the well-stirred re-
actor regime, respectively. A typical flame acceleration process would start in the eddy breakup regime
and, as the self-induced turbulence intensity increases, would transition to the well-stirred reactor type
of combustion.

Kochurko et al. [4.51] and Breitung et al. [4.52] use a simple modification of the eddy breakup strategy
in order to capture the essence of that transition. The mean reaction rate for an energy carrying progress
variable is written as

ω =
1
τ
c̃ (1− c̃) , (4.4.1)

with a dynamic adjustment of the reaction time scale τ . For a given gas mixture with species mass
fractions Y , the auto-ignition delay time tIGN(Y ) can be computed from detailed chemical kinetics and
stored in either a table or in the form of an interpolation formula. A standard compressible k-ε model
provides the integral time scale of turbulence as τt = k/ε. Now the reaction rate time scale τ from
Equation (4.4.1) is simply determined as

1
τ

= min
(

1
tIGN

,
1
τt

)
. (4.4.2)

Obviously, any additional information on the important sub-processes that are available from theory or
through heuristic arguments can be incorporated in such a simplified approach. One may, for example,
consider the characteristic quenching time scale of laminar flamelets as the critical chemical time with
which to compare the turbulent integral scale.

Practical implementations [4.51, 4.52] show that this approach does allow one to capture the qualitative
behaviour of combustion in the limit of high turbulence intensity. Yet, a satisfactory formulation that
would cover a wide range of mixture compositions, initial conditions etc. without fine tuning seems
unachievable.

4.4.2 Semi-heuristic Reduced Chemical Kinetics

A more systematic approach is “standard reduced chemical kinetics” based on steady-state and partial
equilibrium assumptions. The key ideas can be formulated by considering the system of ordinary dif-
ferential equations for nspec chemical species represented by their mass fractions Y = {Yi}nspec

i=1 . The
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system
dYi
dt

=
nreac∑
r=1

(ar,+i ω+
r (Y )− ar,−i ω−r (Y ) (i = 1, nspec) (4.4.3)

represents a detailed chemical kinetic scheme with nreac reactions.

A partial equilibrium assumption states that for one of the elementary reactions the forward and
backward rates are in an approximate balance. Thus

| ω+
r (Y )− ω−r (Y ) |

max
(
| ω+

r (Y ) |, | ω−r (Y ) |
) � 1 . (4.4.4)

In this case, one obtains at leading order an approximate algebraic relation between the vector compo-
nents of Y of the form

ω+
r (Y )− ω−r (Y ) = 0 . (4.4.5)

In favour of this algebraic constraint, one of the species mass fractions can be eliminated from the system
of unknowns, and the associated evolution equation can be discarded.

In a similar fashion, the presence of chemical radicals gives rise to steady-state approximations. Assume
that the consumption reactions for some species k are extremely fast in comparison with their production,
i.e., that the species is extremely reactive. In that case, the concentration of that species in the mixture
will always remain very small of order ε� 1, say. In that case, one may conclude that Yk = εyk and

dYk
dt

= ε
dyk
dt

= O(ε)� 1 (4.4.6)

provided the kinetic scheme does not allow for high frequency oscillations with characteristic time scale
of order O(ε). Under that condition, Equation (4.4.6) gives rise to the algebraic constraint

nreac∑
r=1

(ar,+k ω+
r (Y )− ar,−k ω−r (Y ) = 0 . (4.4.7)

Since the combinations of the rate expressions ar,+k ω+
r (Y ) typically contain the mass fraction Yk, this

equation may be used to express this variable as an algebraic function of the other mass fractions. The
ordinary differential equation (ODE) governing its temporal evolution can then be discarded.

The combination of partial equilibrium and steady-state assumptions allows one to considerably reduce
the complexity of detailled kinetic mechanisms. The result can be cast in the form of a new net reaction
mechanism that is in the standard form reactants ↔ products, yet with much more complex effective
rate expressions. In fact, the reaction rate expressions for these net reaction steps correspond exactly to
the original detailled kinetic scheme. The only difference is that the mass fractions of all species whose
dynamic evolution equations have been eliminated by steady-state and partial equilibrium assumptions
are now expressed as algebraic functions of the remaining species.

The advantage of this approach over purely computational procedures, as described in Section 4.5.7 be-
low, is that the net result is still in the form of an effective reaction mechanism familiar in chemistry. The
resulting explicit formulae, allow further use of the reduced scheme in analytical studies of, say ignition
delay times or laminar flame structures for the given reactive mixture [4.92, 4.93]. Another potential
application is in Monte Carlo simulations of turbulent combustion based on the PDF methodology (see
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Section 4.3.7 below), where the computational requirements for integrating the chemical history of many
Monte Carlo realizations can be reduced.

Notice, however, that the reduction of the number of governing kinetic equations does not automatically
lead to many orders of magnitude in computational savings. The algebraic constraints from steady-state
and partial equilibrium assumptions induce additional complications in the numerical integration that are
far from trivial [4.94, 4.95].

4.5 Numerical Reactive Flow Solvers

4.5.1 Governing Equations, Non-dimensionalization and General Discussion

To consistently discuss the numerical problems and their solutions that are specific to premixed combus-
tion, some basic theoretical facts need to be summarized. As a basis, we will need a relevant mathematical
description of reactive flows. The full governing equations of gas-phase combustion with as little ap-
proximation as is currently possible can be found in comprehensive textbooks on combustion theory,
such as Reference [4.6]. Here we shall consider a simplified system only, so that the essential lines of
thought can be worked out in a straightforward manner.

The simplified system to be discussed here consists, first of all, of the conservation equations for mass,
momentum, and energy

(ρ)t + ∇ · (ρv) = 0

(ρv)t + ∇ · (ρv ◦ v +∇p) + ∇ · τ = 0

(ρe)t + ∇ · (v [ρe + p]) + ∇ ·
(
jT + τ · v +

nspec∑
i=1

(∆H)i ji

)
= 0.

(4.5.1)

Here ρ,v, p, e are the mass density, fluid flow velocity, pressure, and total energy per unit mass, re-
spectively, and τ , jT , ji denote the molecular transport of momentum, heat, and of the mass of the ith
species, respectively. These transport terms and the pressure are related to the mass, momentum, energy,
and species densities ρ, ρv, ρe, ρYi through the caloric equation of state

ρe =
p

γ − 1
+

1
2
ρv2 +

nspec∑
i=1

(∆H)i ρYi (4.5.2)

and the transport models

τ = −µ
(
∇v + (∇v)T

)
− η (∇·v) 1

jT = −κ∇T
ji = −ρDi∇Yi.

(4.5.3)

The temperature T is related to pressure and density via the thermal equation of state

T =
p

ρR
. (4.5.4)

The quantities γ,R, µ, η, κ,Di, (∆H)i are the isentropic exponent, the ideal gas constant, the shear and
bulk viscosities, the heat conductivity, the species diffusivities and the species' formation enthalpies,
respectively. All of them are assumed constant throughout this text.
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The chemical species mass fractions Yi satisfy the inhomogeneous balance laws

(ρYi)t +∇·(ρYiv) +∇·ji = ρωi (i = 1 . . . nspec) (4.5.5)

where ωi = ωi(p, ρ, Yi) is the net production rate of species i per unit mass of the gas mixture.

When nspec actually denotes the total number of chemical species in the system, then the sum of all
equations in Equation (4.5.5) leads back to the mass conservation equation in Equation (4.5.1)1 and
yields a constraint for the rate expressions

nspec∑
i=1

ρωi = 0 . (4.5.6)

In this case, the mass conservation equation or one of the species balances is redundant. This over-
determination is overcome here by dropping one of the species balance equations while keeping the total
mass balance.

4.5.1.1 Non-dimensionalization and scaling

Key features of these governing equations can be discussed conveniently after transformation to a new set
of dependent and independent variables that is adapted to the reactive flow problems at hand. Reference
quantities are chosen for non-dimensionalization that guarantee that the new non-dimensional variables
are generally of orderO(1), while order of magnitude scalings appear in suitable non-dimensional charac-
teristic numbers. We chose reference values (ρref , pref , uref) for density, pressure and velocity, (tref , �ref)
for the time and space coordinates, (ωref) for chemical reaction rates and (µref , κref , Dref , Rref , (∆H)ref)
for the parameters in the constitutive equations. Next, we define the new dependent and independent
variables,

ρ′ =
ρ

ρref
, p′ =

p

pref
, v′ =

v

uref
, T ′ =

T

pref/(ρrefRref)
, e′ =

e

pref/ρref
(4.5.7)

and

x′ =
x

�ref
, t′ =

t

tref
. (4.5.8)

The governing equations are then transformed into their scaled, non-dimensional analogues:

Conservation Laws:

1
Sr

(ρ)t + ∇·(ρv) = 0

1
Sr

(ρv)t + ∇·(ρv ◦ v +
1
M2
∇p) +

1
Re
∇·τ = 0

1
Sr

(ρe)t + ∇·(v[ρe + p]) +
1

Re
∇·

(
1
Pr
jT + M2 τ · v +

Q

Sc

nspec∑
i=1

δhi ji

)
= 0.

(4.5.9)
Species Balances:

1
Sr

(ρYi)t +∇·(ρYiv) = − 1
ReSc

∇·ji + Da ρωi (i = 1 . . . nspec) (4.5.10)
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Caloric Equation of State:

ρe =
p

γ − 1
+ M2 1

2
ρv2 + Q

nspec∑
i=1

δhi ρYi (4.5.11)

Thermal Equation of State:
T =

p

ρ
. (4.5.12)

Transport Models:

τ = −µ′
(
∇v + (∇v)T

)
− η′ (∇·v) 1

jT = −κ′∇T

ji = −D′i∇Yi.

(4.5.13)

Notice that in Equation (4.5.9) and Equation (4.5.11) we have introduced the scaled reaction enthalpies

δhi =
(∆H)i

(∆H)ref
, (4.5.14)

and that µ′ = µ/µref , κ
′ = κ/κref etc. in Equation (4.5.13) could all be set to unity in case of constant

molecular transport coefficients.

The procedure of scaling the equations has led to a set of seven characteristic numbers:

Abbreviation Definition Name

Sr trefuref/�ref Strouhal number
M uref/

√
pref/ρref Mach number

Re ρrefuref�ref/µref Reynolds number
Pr µref/(κref/Rref) Prandtl number
Sc µref/ρrefDref Schmidt number
Da ωref�ref/uref Damköhler number
Q (∆H)ref/(pref/ρref) Heat Release Parameter

(4.5.15)

There are several important observations regarding the structure of solutions of the full governing equa-
tions that emerge immediately from the exercise of non-dimensionalization and scaling:

1. The low Mach number singularity
Obviously, as the Mach number M vanishes, the pressure gradient term in the momentum equa-
tion becomes singular.The mathematical nature of this singularity will be discussed in more detail
below. Here, we merely emphasize that the low Mach number limit is of considerable importance
during the initial stages of flame acceleration processes because it governs most of the inherent
instabilities of laminar flames and flamelets at low-to-moderate turbulence intensities.
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2. The deflagration limit
A distinguished limit of large Damköhler numbers Da � 1 and inefficient molecular transport
Re � 1 reveals the mathematical structure of laminar deflagrations (see [4.44, 4.56, 4.96] and
Section 4.5.4 below). The mathematical structure of that limit carries over to turbulent combustion
processes also, with drastic consequences for suitable reactive flow numerical methods.

3. Stiff and fast chemistry singularities
The limit of large Damköhler numbers is not only relevant for the establishment of well-defined
reaction fronts (flames). When chemical reactions that do not considerably contribute to the net
chemical energy conversion are associated with large Damköhler numbers, they may nevertheless
be of outmost importance when they involve chemical radicals. In that case, numerical challenges
arise because minute concentrations of extremely reactive species must be computed on the basis
of governing equations with extremely large rates. This leads to the typical numerical problem
of “cancellation of significant digits” in finite computer arithmetic. Further computational issues
associated with this limit will be discussed in Section 4.5.7.

4.5.2 The Low Mach Number Problem

In most real-life applications, such as spark-ignition engine combustion (no knock), industrial and house-
hold burners, flame acceleration in explosion processes etc., combustion-driven velocities are small com-
pared with the speed of sound. This fact has profound consequences for both the mathematical behaviour
of solutions to the governing equations from Section 4.5.1 and their numerical approximate solutions.
Physically, in the limit of arbitrarily slow flow (or infinitely fast sound propagation) the elasticity of the
gas with respect to bulk compression becomes negligible and soundwave propagation becomes unno-
ticeable. Mathematically, as the Mach number M from Equation (4.5.15) tends to zero, the pressure
gradient contribution in the momentum equations Equation (4.5.9)2 becomes singular. In order to ex-
plore the consequences of this singularity we consider a formal asymptotic analysis, closely following
References [4.44, 4.97] and [4.98].

4.5.2.1 Asymptotic analysis

A systematic derivation of the governing equations for zero Mach number combustion has been given by
Majda and Sethian [4.44]. The formulation adopted below, which explicitly focuses on the conservation
equations for mass, momentum and energy, has been introduced in Reference [4.97] in conjunction with
a multiple length-scale, single time-scale analysis.

In recounting their results we restrict our discussion to the case of an ideal gas mixture with a simple
one-step reaction F → P , where the fuel F is turned into the product species P . The chemical energy
conversion rate then is QρωF where Q quantifies the specific reaction enthalpy of the fuel species and
ρωF its production density. Under these conditions we need to describe the time evolution of only the
fuel mass fraction YF using a single transport equation of the type described in Equation (4.5.10).
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The asymptotic solution ansatz

p = p0(x, t) + Mp1(x, t) + M2p2(x, t) + o(M2),

v = v0(x, t) + Mv1(x, t) + o(M),

ρ = ρ0(x, t) + Mρ1(x, t) + o(M),

YF = YF,0(x, t) + MYF,1(x, t) + o(M)

(4.5.16)

is introduced into the dimensionless governing Equations (4.5.9) to (4.5.10). Following standard proce-
dures of asymptotic analysis, one obtains a hierarchy of equations for the various expansion functions
pi,vi, ρi, YF,i by collecting all terms multiplied by equal powers of the Mach number M and separately
equating these to zero. The momentum equations to orders M−2 und M−1 become

∇p0(x, t) = 0 , ∇p1(x, t) = 0 . (4.5.17)

One concludes that p0 and p1 depend on time only in this regime of length and time scales, so that

p0 ≡ P0(t) and p1 ≡ P1(t) . (4.5.18)

The continuity and energy equations at leading order are then

∂ρ0/∂t +∇· (ρ0v0) = 0 (4.5.19)

1
γ − 1

dP0/dt +∇· (H0v0) =
( 1
Pe
∇· (λ∇T0) + DaQρωF

)
. (4.5.20)

where
H0(t) =

γ

γ − 1
P0(t) . (4.5.21)

To arrive at Equation (4.5.20), one inserts the expansion Equation (4.5.16) into the energy conservation
law Equation (4.5.9)3, takes into account that the kinetic energy is by a factor of M2 smaller than the
thermal energy for M � 1 according to Equation (4.5.11) and uses the gradient condition from Equation
(4.5.17) to pull the pressure out of the energy flux divergence expression. The contribution of the viscous
forces to the energy budget, represented by the term∇· (M2

Re τ ·v), will appear first in the energy equation
at order O(M2).

The momentum equation at order M0 reads

∂ρ0v0/∂t +∇· (ρ0v0 ◦ v0) +∇p2 = − 1
Re
∇·τ 0 . (4.5.22)

Notice the change in structure of these equations: The pressure evolution equation does not determine the
pressure variable p2 appearing in the momentum equation! The appropriate interpretation, corresponding
directly to the theory of incompressible flows, is that the equation for P0 from Equation (4.5.20) is a
divergence constraint for the leading order energy flux, i.e.,

∇· (H0(t)v0) = −
[

1
γ − 1

dP0/dt−
( 1
Pe
∇· (λ∇T0) + DaQρωF

)]
(4.5.23)
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and that the second-order pressure p2 is responsible for guaranteeing that constraint to be observed.
A useful and more familiar interpretation of this equation results from using explicitly that H0(t) =
γP0(t)/(γ − 1) is a function of time only and deriving a

velocity divergence constraint

∇·v0 = − 1
γP0

[
dP0/dt− (γ − 1)

( 1
Pe
∇· (λ∇T0) + DaQρωF

)]
.

(4.5.24)

We observe that the velocity divergence is driven by chemical energy conversion and energy transport
effects: Chemical heat release, heat conduction, and global pressure changes conspire to induce a di-
vergence field for the velocity. As a direct consequence, we derive from the mass continuity Equation
(4.5.19) an equation that describes the temporal evolution of the density along particle paths

Dρ

Dt
:=

∂ρ

∂t
+ v · ∇ρ = −ρ∇·v . (4.5.25)

To summarize, the energy conversion and transport processes drive the divergence of the energy flux,
which is related to the velocity divergence. The latter, in turn, leads to compression or expansion of
individual mass elements and thus to density variations of individual particles.

The original interpretation of Equation (4.5.23) as an energy flux divergence constraint proves to be
useful in the construction of energy-conserving finite-volume methods, (see [4.98, 4.99]).

Equations (4.5.19) to (4.5.22) form a closed system, provided the temporal evolution of the leading-
order pressure P0 is known and the state dependence of the reaction rate ρωF is given. For combustion
under atmospheric conditions P0 equals the atmospheric ambient pressure and is constant in time. For
combustion in a closed chamber, we explore the fact that P0 is homogeneous in space, integrate Equation
(4.5.24) over the total flow domain, use Gauß' theorem to replace the divergence integrals with boundary
integrals and obtain a global pressure evolution equation:

dP0/dt =
1
Ω

[
−

∮
∂V

(
γP0v −

γ − 1
Pe

λ∇T0

)
· n dσ + Da

∫
V

(γ − 1)QρωF dV

]
(4.5.26)

where n is the outward pointing unit normal at the boundary, and Ω =
∫
V dV is the total volume of the

domain of integration V . Given appropriate velocity and thermal boundary conditions all changes of the
background pressure are thus related to the overall chemical energy conversion within the domain.

The structure of the above equations is similar to that of incompressible, non-reactive flow in that there
is convection, diffusion, and an explicit velocity divergence constraint. Thus appropriate extensions of
incompressible flow solvers should, in principle, be able to handle zero Mach number reactive flows as
well. See References [4.100 to 4.103] for reviews of typical developments based on this approach.

For a discussion of further aspects of low Mach number asymptotics, including the influence of high-
frequency and long-wavelength acoustic perturbations, see References [4.97, 4.104].

4.5.2.2 Numerical consequences of the asymptotics

The most dramatic consequence of the asymptotic results is the pressure decomposition. Both the leading-
order spatially homogeneous part P0(t) and the O(M2)-perturbation p2(x, t) enter the leading-order
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system of equations in a non-trivial fashion. The leading order pressure P0 determines the velocity di-
vergence through the limit form of the energy Equation (4.5.24), but does not appear in the momentum
equation at all. In contrast, the second-order pressure p2(x, t) is energetically negligible, but yields the
sole pressure gradient effect in the momentum equation.

This splitting of the pressure is dramatic because a numerical method designed to integrate the original
unscaled equations Equation (4.5.1) to Equation (4.5.5) must necessarily fail when applied to very low
Mach number combustion problems, unless special care is taken to introduce an appropriate separation
and re-scaling of the pressure mean and its fluctuations.

To be more precise, consider a smooth low Mach number flow on a domain of characteristic size �. The
total pressure variation within the flow domain will be M2 δp2, where δp2 = O(1) as M → 0. Assume
that the flow domain is discretized by n grid points across the length of � so that the grid spacing is
∆x = �/n. A second-order discrete representation of the derivative ∂p/∂x on a carthesian grid with
constant spacing in the x-direction would read

∂ p

∂x
=

pi+1,j − pi−1,j

2∆x
+ O((∆x)2) . (4.5.27)

Obviously, forming a discrete gradient requires that pressure differences be taken between neighbouring
grid-cells. These pressure differences will be the smaller, the smaller (i) the Mach number M and (ii)
the grid spacing, since we consider a smooth flow. We wish to assess how small a Mach number and
how fine a numerical resolution we can afford without having to account for the usual loss of significant
digits upon differencing large but almost equal numbers:

In the low Mach number limit, the pressure in the vicinity of the centre cell i can be expressed as

p(x) = pi + M2(x− xi)
∂p2

∂x
+ O(M2(∆x)2) (4.5.28)

In a typical situation the pressures pi−1, pi+1 would thus scale as

pi−1 = pi −M2 ∆x p′2 , pi+1 = pi + M2 ∆x p′2 ,
(
p′2 = O(1) as M,∆x→ 0

)
. (4.5.29)

Just to give an example, we let pi = 1.0, p′2 = 1.0 and insert the exact results from this equation into
the discrete differentiation formula from Equation (4.5.27). We evaluate the discrete gradient using a
sequence of Mach numbers M = 10−2...10−4 and resolutions ∆x = 10−1...10−3 and compare the
numerical round-off error with the truncation error estimate (∆x)2 for both single- and double-precision
arithmetics. The results are given in Table 4.5.2.2- 1.

errsingle

(∆x)2

There are a number of immediate conclusions to be drawn from the results in this table:

1. Single precision computations of pressure gradients will fail already at M = 10−2.

2. Double precision evaluations begin to seriously deteriorate for M < 10−3.

4.43



Table 4.5.2.2- 1: Round-off versus truncation errors for a single evaluation of ∂p/∂x

∆x/� M
(

pi+1−pi−1

2M2∆x

)
ex.

errsingle

(∆x)2
errdouble
(∆x)2

0.1 10−2 1.111 2.12 · 10−1 1.72 · 10−10

10−3 ′′ 7.29 7.98 · 10−8

10−4 ′′ 1.0 · 102 3.72 · 10−6

0.01 10−2 1.111 7.23 · 102 1.72 · 10−8

10−3 ′′ 1.0 · 104 2.80 · 10−5

10−4 ′′ 1.0 · 104 1.63 · 10−3

0.001 10−2 1.111 7.29 · 104 7.98 · 10−4

10−3 ′′ 1.0 · 106 3.72 · 10−2

10−4 ′′ 1.0 · 106 0.16

3. There is a general loss of precision with increasing resolution of a fixed pressure distribution,
which is aggravated by the low Mach number effect. Thus in contrast to intuition, increasing the
numerical resolution may worsen the low Mach problem rather than providing improvements!

The first item is particularly alarming in the context of some current day commercial flow simulation
codes, because these often have a user-defined option allowing one to run single-precision calculations
in order to save computational capacities. Obviously, such an option should be supplemented with an
automatic “low Mach number warning” or it should be automatically linked with special pressure scaling
procedures that are suited to separate mean pressures from O(M2) pressure fluctuations.

For further reading on the round-off error problem for low Mach number computations see Sesterhenn
et al. [4.105].

4.5.3 Compressible and Low Mach Number Flow Solvers

4.5.3.1 Compressible flow solvers

The numerical technology for simulating fully compressible flows has advanced to quite a mature state
over the past two decades. Numerous textbooks and fundamental texts elucidate the basic ideas, [4.106],
the advanced analysis, [4.107 to 4.110], and practical applications in combustion [4.111]. The references
cited include finite-volume as well as finite-element approaches. Here, we summarize only the key diffi-
culties associated with compressible flow simulation and sketch some numerical approaches to overcome
them.
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Weak solutions of non-linear hyperbolic equation systems. The key challenge some 25 years ago in
the context of compressible flow simulation was to accurately handle non-linear propagating hyperbolic
waves and to specifically allow for the formation of discontinous solutions. The obvious example and
major motivation came from blast waves and shock-tube experiments, where one regularly observes the
shock waves, i.e., discontinous travelling wave solutions to the compressible flow equations. Two critical
features of such weak solutions had to be addressed: The first results from the fact that shock waves travel
at speeds that are determined by the constraints of mass, momentum, and energy conservation. In par-
ticular, shock speeds cannot be extracted from an analysis of the governing differential equations, which
have various equivalent formulations, only one of which respects automatically the above-mentioned
conservation laws. The second difficulty is associated with the tendency of then-standard numerical
discretizations to invoke spurious oscillations next to steep gradients (the Gibbs-phenomenon). Such
oscillations are particularly critical in the context of reactive flow simulations because they may interact
with highly non-linear chemical kinetic models to produce utterly false numerical predictions.

The first issue, obtaining the correct weak solutions, was essentially resolved by Lax and Wendroff,
[4.112]. The authors proved that IF a numerical method converges AND is in conservation form, THEN
it converges to weak solutions of the underlying conservation laws. This result determined much of
the further developments, in that major research went into the design of numerical methods that au-
tomatically conserve mass, momentum, and energy by construction: Cell averages of these conserved
quantities are updated solely by balancing fluxes across grid-cell interfaces. As a consequence, mass,
momentum, and energy can only be distributed among the numerical grid-cells but cannot “get lost”.
It should be emphasized, though, that deviations from conservation mainly affect simulations for situ-
ations with strong shocks (order O(1) pressure changes across). Weakly compressible flows, in which
non-linear wave propagation essentially follows the theory of characteristics, can be simulated quite well
with non-conservative, high-accuracy methods. Some of the extensions of incompressible flow solvers
to the compressible regime take advantage of this fact, albeit compromising on the ability to compute
strong shocks, [4.109, 4.110, 4.113 to 4.115]. (Note that the last two references include descriptions of
finite-element techniques applied to compressible flow simulation.)

Regarding the second issue, avoiding spurious oscillations, two major strategies have been developed,
both being essentially successful:

• non-linear artificial dissipation and

• non-linear upwind techniques.

The most successful representative of the first group is the the “flux corrected transport” (FCT) family
of schemes. The underlying idea is to combine a quite dissipative first-order accurate numerical method
that completely damps oscillations with a scheme of higher accuracy that, however, may allow the devel-
opment of oscillations. A non-linear correction scheme is developed which, depending on local solution
features, forces a transition from the high-accuracy scheme to the more dissipative one. These correc-
tions are added only where necessary, so that the overall accuracy is that of the sophisticated scheme in
regions of smooth solution, while the damping capabilities of the dissipative scheme are explored next
to discontinuities. Fourth- and higher-order accurate versions of these FCT schemes have been proposed
and are being used for combustion simulations [4.111, 4.116].

The second group of schemes, using non-linear upwind techniques, was pioneered by Godunov, see
e.g., [4.106, 4.117]. A key observation is that the “damping” that occurs near shocks in gas dynamics

4.45



is really restricted to the extremely thin shock transition region, which is of a thickness comparable to
merely a few mean free paths of the gas considered. Hence standard second- or higher-order dissipation is
not taking place and cannot be responsible for the piecewise smooth, non-oscillatory solution behaviour
close to physical shocks. In fact, a close analysis, based on the theory of characteristics, shows that
oscillations are controlled by the directed transport of information along characteristics (in one space
dimension), which are terminated when reaching a shock front and whose information is then dissipated.
Godunov suggested a numerical approach that would automatically incorporate this non-linear selection
of information transport, thereby avoiding the need for artificial viscosity terms. He proposed to compute
the fluxes across grid cell interfaces in a numerical scheme in conservation form by exactly solving local
“Riemann problems” (essentially equivalent to the standard shock tube problem, but with generalized
initial states), which use the non-linear wave nature of the underlying system to resolve the jumps of
state quantities between adjacent grid-cells. This basic structure proposed by Godunov has been taken
up and developed further in various directions, the most established ones being higher-order extensions
(the essentially non-oscillatory (ENO) version of the approach achieves the same formal accuracies as
the corresponding FCT schemes), and simplifications that replace the originally required exact Riemann
solution at grid-cell interfaces by approximate ones. The latter are easier to generalize to systems with
non-trivial equations of state and are generally more efficient. For further details, the reader may want
to consult the cited text books.

Detonation capturing. The mathematical nature of detonation waves, considered as reacting shock
waves, is very similar to that of ordinary gas dynamic shocks. Therefore, one expects that the numerical
schemes in the conservation form mentioned in the last paragraphs should be able to also “capture” deto-
nation waves. In fact, the basic argument stating that conservative numerical schemes should produce the
correct weak solutions if they converge can also be applied to detonations. As a consequence, there is a
multitude of applications of FCT schemes or Godunov-type methods to problems of detonation physics,
(see the past Combustion Symposia, the Shock Wave Symposia or the ICDERS conferences). There is
one caveat, though, which may lead to surprising unphysical effects if naively overlooked [4.118]. In
the limit of very rapid chemistry, equivalent to under-resolved representation of the detonation reaction
zone, numerical schemes in conservation form can develop numerical solutions that appear to be very
reasonable on the surface but are in fact completely false. The origin is an undesired non-linear inter-
action between the numerical dissipation resulting from averaging over grid-cells from one time step to
the next and the highly non-linear combustion chemistry. This interaction can lead to artifical one-grid-
cell-per-time step solutions that correspond to a weak detonation, followed by an ordinary inert shock
rather than to a single strong detonation wave. This problem has been addressed in various ways, partly
heuristic, partly theoretically founded, in Reference [4.111] and References [4.118 to 4.121].

4.5.3.2 Low Mach number flow solvers

Here, we summarize briefly two numerical approaches for low Mach number flows, which are being or
becoming increasingly popular in the field of numerical combustion:

1. SIMPLE-type algorithms following ideas of Patankar [4.103] and

2. Projection-type methods, which borrow from Chorin [4.122 to 4.124].

These methods are finite-difference and finite-volume schemes. Finite-element methods will not be ad-
dressed in this section owing to lack of space and my personal experience in using these. The reader is
referred to References [4.109, 4.125, 4.126], and [4.110] for further reading.
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4.5.3.3 SIMPLE-type methods

The “semi-implicit method for pressure-linked equations” (SIMPLE) was originally designed for simu-
lations of constant density incompressible flows [4.103]. It has later been extended to variable density
incompressible and to moderately compressible flows, [4.127 to 4.129]. To explain the underlying strat-
egy, we consider the simplest case of constant density (ρ ≡ 1) incompressible inviscid flows first: Thus
we wish to solve

∂v

∂t
+ v · ∇v +∇p2 =:

∂v

∂t
+C[v] +∇p2 = 0 (4.5.30)

with the divergence constraint
∇·v = 0 . (4.5.31)

The approach relies on an iteration scheme whose final result is the pressure field p2, needed to update the
velocity field from time level tn to the next level tn+1 in such a way that the new field vn+1 satisfies the
divergence constraint from Equation (4.5.31). Suppose that an estimated pressure field pn,02 is available,
which could be the pressure field from the last time step as indicated by the notation, but does not have
to be. Suppose further that an implicit discretization for the velocity evolution equation is adopted

vn+1 − vn
∆t

+
[
C̃i[vn+1] + C̃e[vn]

]
+ ∇̃pn+ 1

2
2 = 0 , (4.5.32)

with C̃e[·], C̃i[·] as explicit and implicit contributions to the discretization of the non-linear convection
operator C[v] = v · ∇v, respectively (see [4.128, 4.129] for examples) and ∇̃ a discrete approximation
of the gradient operator. For convenience, we rewrite Equation (4.5.32) as

Ãi[vn+1] = Ãe[vn]− ∇̃pn+ 1
2

2 . (4.5.33)

where
Ãi[·] = 1

∆t

[
1 + ∆t C̃i

]
[·]

Ãe[·] = 1
∆t

[
1−∆t C̃e

]
[·]

(4.5.34)

The SIMPLE method adopts a linear implicit formulation, so that Ãi[·] is in fact a linear operator, and
then solves Equation (4.5.33) iteratively according to the following sequence:

Start:

∇̃pn+ 1
2
,0

2 = ∇̃pn,02

Ãi[vn+1,0] = Ãe[vn]− ∇̃pn+ 1
2
,0

2

(4.5.35)

Iterative Correction:

p
n+ 1

2
,ν+1

2 = p
n+ 1

2
,ν

2 + δpν2

vn+1,ν+1 = vn+1,ν + δvν
(4.5.36)
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Correction Equations:
Ãi[δvν ] + ∇̃δpν2 = 0

∇̃·
(
vn+1,ν − Ã−1

i

[
∇̃δpν2

])
= 0 .

(4.5.37)

The last equation is the appropriate reformulation of the divergence constraint

∇̃·
(
vn+1,ν + δvν

)
= 0 (4.5.38)

as an elliptic pressure correction equation. If the linearization of Ãi yields a diagonal matrix, then the
pressure correction equation is of Poisson type.

For combustion applications, one is interested in variable density flows (the hot burnt gas is typically
expanded relative to the unburnt by a factor of 2 to 6) and often also in compressibility effects. Thus one
has to consider the full compressible flow equations rather than the idealized case of an incompressible
constant density fluid as discussed above.

The SIMPLE method has been extended to compressible flows by Karki and Patankar [4.127] (home-
ntropic flow) and to the more general case of variable entropy compressible flows by Rhie [4.128] and
Shyy [4.129]. The idea in all of these approaches is to replace the strict divergence constraint from
Equation (4.5.31) by the continuity Equation (4.5.9)1 and to introduce a thermodynamic coupling be-
tween pressure and density.

A simple argument shows that this is not yet sufficient to obtain an approximation to the full compressible
flow equations: As in the incompressible case we have three momentum equations. The continuity
equation now replaces the divergence constraint and is, thus, responsible for determining the pressure
field. However, besides the pressure we have a new variable, the density, but no equation for it so far. If
one opts to strictly couple pressure and density by a given function, ρ = ρ(p), then this severly constrains
the possible thermochemical processes. Combustion changes the entropy of the reacting mass elements
and with it the pressure-density relation. Therefore, one more equation needs to be supplemented!

A natural choice that has been adopted frequently in combustion is to explicitly compute the time evo-
lution of temperature T or of the internal energy. For an ideal gas one has

T =
p

ρR
ρ =

p

RT
(4.5.39)

and therefore
∂ρ

∂t
=

1
RT

∂p

∂t
− p

RT 2

∂T

∂t
. (4.5.40)

Here the temperature time derivative must be obtained from a temperature evolution equation, to be
derived from energy conservation. Notice that the “gas constant” R is generally not really constant in a
reacting flow, but that it depends on the instantaneous local gas composition. In that case an additional
term involving ∂R

∂t must be included in Equation (4.5.40). Variations of R must be computed using the
results from the species balances Equation (4.5.10).

A possible extension of the SIMPLE approach now solves an approximate explicit equation for temper-
ature and species, so that ∂T

∂t ,
∂R
∂t are known, and then discretizes the continuity equation as a pressure
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correction system. The incompressible flow divergence constraint Equation (4.5.38) is first replaced with
an equation of the form

ρn+1,ν + δρν − ρn

∆t
+∇·

(
ρn+1,νvn+1,ν + δρνvn+1,ν + ρn+1,νδvν + δρν−1δvν−1

)
= 0 , (4.5.41)

where we have used an implicit first-order discretization for simplicity. The goal is to iterate on this
equation based on the updating rules

ρn+1,ν+1 = ρn+1,ν + δρν

vn+1,ν+1 = vn+1,ν + δvν
(4.5.42)

and suitable relations between a pressure correction field δpν2 and the perturbations δρν , δvν

δρν = C(ρ, P0;M) δpν2

δvν = −Ã−1
i

[
∇̃δpν2

]
.

(4.5.43)

Here C(ρ, P0;M) is an approximate derivative ∂ρ/∂p2 evaluated in an explicit fashion at either the old
time level or at the last iteration level. In practice one uses an isentropic or an isothermal relation for
C(ρ, P0;M). We notice that this choice is not crucial for the whole procedure because ultimately one
iterates until the corrections δρν , δvν , δpν2 become negligible and the continuity equation is solved to the
desired accuracy. The choice of C(ρ, P0;M) merely influences the path of the iteration in state space,
but not—if it converges—the final result. The velocity correction is analogous to the original version
from Equation (4.5.37).

Importantly, the coefficient C(ρ, P0;M) describes the response of the density to perturbations of p2, not
to the full pressure p, so that

C(ρ, P0;M) =
∂p

∂p2

(
∂ρ

∂p

)
S,T

= M2c−2
S,T , (4.5.44)

where cS,T is the isentropic or isothermal speed of sound. Thus as the Mach number vanishes, the limit of
incompressibility is approached automatically in the sense that the response of the density to the pressure
p2 vanishes.

The perturbed continuity iteration Equation (4.5.41) includes a non-linear term ∇·(δρ δv). This term is
lagged behind in the iteration cycle and is evaluated explicitly at ν − 1 so as to render the pressure cor-
rection equation a linear system. Here is the form of the pressure correction equation when the operator
Ãi is diagonal with entries 1/ρ

C δpν2 + ∆t∇· (C δpν2 v
ν −∇δpν2) = RHS . (4.5.45)

The right-hand side includes all the terms treated explicitly or stemming from the old time or last iteration
level.

An important observation is that the above equation involves a true Laplacian for δpν2 as the elliptic
part of the operator. This is in contrast to many other schemes for variable density low Mach number
flows, which end up with an elliptic pressure operator of the form ∇·(1

ρ∇(·)). If the density is strongly
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varying, then the numerical inversion of this latter operator is much more expensive than inverting a true
Laplacian, for which special extremely fast schemes have been developed. This observation has been
explored extensively in the construction of an efficient numerical scheme for reactive flows, sprays etc.
by Haldenwang et al. [4.130].

To complete the picture, we should notice, however, that the formulation described above relies on an
explicit estimate for density variations induced by entropy advection along particle paths. These ef-
fects must be included in the initial guess ρn+1,0. Otherwise, the assumptions built into the coefficient
C(ρ, P0;M) would dominate the density variations. Currently, there seems to be no numerical tech-
nique that would manage to (i) rely on a pressure (correction) equation involving a true Laplacian and
(ii) conserve total energy at the same time (see also [4.98]).

Related approaches are the pressure implicit second order (PISO) scheme [4.101, 4.131], which is cur-
rently used quite successfully for combustion simulations, [4.132, 4.133], and the method proposed by
Geratz et al. [4.114] and Roller et al. [4.115].

4.5.3.4 Projection-type methods

The key idea of projection schemes can best be described by considering constant density incompressible
inviscid flows. The governing equations are obtained from those derived in Section 4.5.2.1 by assuming
zero heat release, Q ≡ 0, and constant density, ρ ≡ 1, by passing to the limit of infinite Reynolds
and Peclet numbers, (Re,Pe → ∞) and then considering the zero Mach number limit, M ≡ 0. The
continuity equation in that case becomes redundant, the momentum equation reduces to

∂v

∂t
+ v · ∇v +∇p2 = 0 (4.5.46)

and the leading-order energy equation yields the homogeneous velocity divergence constraint

∇·v = 0 . (4.5.47)

Notice that ∇·(v ◦ v) ≡ v · ∇v when ∇·v ≡ 0!

A projection scheme consists of 2 steps. Step 1 accounts for non-linear convection, v ·∇v, in an explicit
fashion by solving the truncated system

∂v

∂t
+ v · ∇v = 0 (4.5.48)

over one time step. Given the velocity field vn at time tn, the first step provides a mapping

v∗ = vn −∆t (v · ∇v)n (4.5.49)

with a suitable numerical approximation of the convection terms. There is no guarantee that v∗ will
satisfy the divergence condition from Equation (4.5.47), and so the second step consists of “projecting”
this intermediate velocity field back onto the space of divergence-free fields:

vn+1 = v∗ −∇φ , (4.5.50)

with φ adjusted so as to let vn+1 comply with the divergence constraint, i.e.,

∇2φ = ∇·v∗ . (4.5.51)
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That the correction to v∗ should be in the form of a gradient field becomes intuitively clear from a com-
parison of the original momentum Equation (4.5.46) and the truncated one from the first projection step
Equation (4.5.48). It was the pressure gradient field that was left out in formulating the first step of the
scheme. More elaborate explanations and justifications, based on the Helmholtz-Hodge decomposition
of general vector fields, are given in the original references [4.122 to 4.124] and in related subsequent
publications [4.134 to 4.138]. The reader may also want to consult Reference [4.126] for detailed dis-
cussions of some difficulties and pitfalls associated with this approach.

Major efforts have recently been spent to extend this approach by introducing higher-order approxi-
mations, dynamic adaptive grid refinement (see [4.139]) and by allowing variable densities (while still
keeping the zero divergence constraint!), [4.134, 4.138]. Further extensions are aimed at the representa-
tion of low Mach number reacting flows [4.135, 4.140].

4.5.4 The Mathematics of Deflagrations

Chemical reactions are typically very fast once they are ignited. As a consequence, the available fuel
is quickly burned and reactions typically are concentrated in narrow regions. In fact, the characteristic
thickness of a laminar premixed flame front is of the order of fractions of a millimetre. A systematic
derivation, showing how fast reaction (large Damköhler number Da � 1), and inefficient molecular
transport (large Reynolds and Peclet numbers Re,Pe � 1) conspire to lead to thin combustion fronts
with finite propagation speeds is given in Reference [4.44].

Numerical methods must cope with these constraints of thin fronts and slow flows. One approach to the
thin front problem is dynamic grid refinement, by which one concentrates the numerical spatial resolution
dynamically within the flame region. An alternative is front tracking. This approach considers a flame
front as a reactive discontinuity converting unburnt to burnt gases. In this fashion, one avoids the stringent
resolution requirements associated with a detailed representation of the internal flame structure as well as
the technical compications associated with dynamic gridding. On the other hand, the required numerical
techniques themselves become more complex because in addition the standard flow solver, the time
evolution of the flame geometry and its coupling to the flow field must be represented appropriately.
Thus one has to balance complexity that is due to data arrangement, data structures etc. from dynamic
grid refinement versus the additional complications implied by front tracking and front flow coupling.

Some important implications for both approaches can be extracted from a general analysis of the math-
ematical nature of such reactive discontinuities. One central question concerns the mechanisms that
determine the front propagation velocity. Obviously, these mechanisms must be represented accurately
in a numerical scheme, be it of the “front tracking” or of the “dynamically adaptive” type. The next sub-
section collects a few mathematical derivations that provide some insight into this question and suggest
a number of conclustions regarding appropriate numerical methods.

4.5.4.1 Mathematical features of deflagrations and other discontinuities

For simplicity, we restrict much of the subsequent discussion to a single space dimension. The key
observations will not depend on this limitation.

Jump conditions. Consider one-dimensional travelling wave solutions in an unbounded domain of the
scaled governing equations from Equations (4.5.9) to (4.5.14). Any variable φ(x, t) would be described
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by
φ(x, t) = φ̃(x−Dt) , (4.5.52)

where it is assumed that the wave travels in the x-direction at velocity D. Inserting this ansatz in the
governing equations we obtain

−D d

dξ
(ρ) +

d

dξ
(ρu) = 0

−D d

dξ
(ρu) +

d

dξ
(ρu2 +

1
M2

p) = − d

dξ

(
1

Re
τx,x

)

−D d

dξ
(ρe) +

d

dξ
(u[ρe + p]) = − d

dξ

(
1
Pe

jT,x +
M2

Re
τx,xu +

Q

ReSc

nspec∑
i=1

δhi ji,x

)
.

(4.5.53)
from the conservation laws and

−D d

dξ
(ρYi) +

d

dξ
(ρYiu) = − d

dξ

(
1

ReSc
ji,x

)
+ Daρωi (i = 1 . . . nspec) (4.5.54)

from the species balances. Here ξ = x − Dt and τx,x, jT,x, ji,x are the x-components of the x-stress
component, the heat conduction energy flux and the ith species diffusion fluxes, respectively.

Next, we integrate in ξ assuming that constant burnt gas and unburnt gas conditions (ρ, u, p, Yi)b and
(ρ, u, p, Yi)u are attained as ξ → −∞ and ξ →∞, respectively. Under these assumptions, the diffusive
fluxes and the heat conduction terms vanish as |ξ| → ∞ because they are proportional to gradients of
the dependent variables. Integration of Equation (4.5.53) yields

−D[[ρ]] + [[ρu]] = 0

−D[[ρu]] + [[ρu2 + 1
M2 p]] = 0

−D[[ρe]] + [[u(ρe + p)]] = 0.

(4.5.55)

These are the standard Rankine-Hugoniot jump condtions for gas dynamic discontinuities.

Since we assume that at large distances two constant states of burnt and unburnt should be attained, we
must require that the chemical reaction rates vanish at both ends:

ω(Tu, pu,Yu) = ω(Tb, pb,Yb) = 0 (4.5.56)

where
Y = {Yj}nspec

j=1 and ω = {ωj}nspec

j=1 . (4.5.57)

In the unburnt gas this constraint is normally satisfied automatically because the reactions are frozen at
low temperatures. Therefore, as in real-life applications, the unburnt gas composition can be chosen
more or less arbitrarily. For the burnt gas one obtains a non-trivial constraint because temperatures will
generally be high enough to allow chemical reactions to be active. Thus one may read the second equality
in Equation (4.5.56) as algebraic constraints for the equilibrium species mass fractions Y eq(Tb, pb,Yu):

ω (Tb, pb,Y eq(Tb, pb,Yu)) = 0 . (4.5.58)
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The dependence of Y eq(Tb, pb,Yu) on Yu results from the constraint that their detailed atomic composi-
tions must be the same. After all, chemistry is nothing but a re-arrangement of atoms between molecules.
The appropriate mathematical description is

nspec∑
j=1

νji
1
Mj

(Yj,b − Yj,u) = 0 (i = 1 . . . natoms) , (4.5.59)

where νji is the number of atoms of type i in a molecule of species j, andMj is the molecular weight of
species j.

Characteristic analysis of the inviscid, inert flow equations. We turn next to the question in which way
a reactive discontinuity influences its surrounding flow field and in which way it must respond, in turn, to
input from outside. Since in most practical applications the Reynolds and Peclet numbers are very large,
important insight can be gained by analyzing the inviscid flow equations. Moreover, we are interested
here in the behaviour of the flow surrounding a reactive front, so that we may restrict our discussion
to the case of a reactive discontinuity embedded between the masses of non-reactive burnt and unburnt
gases.

Thus we consider the conservation equations

(ρ)t + (ρu)x = 0
(ρu)t + (ρu2 + 1

M2 p)x = 0
(ρe)t + (u[ρe + p])x = 0.

(4.5.60)

with

(ρe) =
p

γ − 1
+

M2

2
ρu2 . (4.5.61)

Applying the chain rule of differentiation repeatedly and forming a number of linear combinations one
may transform these equations to the quasi-linear form

ρt + u ρx + ρ ux = 0
ut + uux + 1

M2
1
ρ px = 0

pt + u px + γp ux = 0.
(4.5.62)

(In fact, the chain rule immediately yields Equation (4.5.62)1, subtraction of [ u × Equation (4.5.60)1
] from Equation (4.5.60)2 yields Equation (4.5.62)2 and subtraction of [ u × Equation (4.5.60)2 ] from
Equation (4.5.60)3 yields Equation (4.5.62)3.)

Now subtraction of [ (γp/ρ)× Equation (4.5.62)1] from Equation (4.5.62)3 yields the first compatibility
condition of the theory of characteristics:

(pt + upx)− c2 (ρt + uρx) = 0 (4.5.63)

where

c =
√
γp

ρ
(4.5.64)

is the scaled speed of sound. Similarly, by adding and subtracting [ (M ρc) × Equation (4.5.62)2] to /
from Equation (4.5.62)3 one obtains the compatibility conditions(

pt + (u + 1
M c) px

)
+ M ρc

(
ut + (u + 1

M c)ux
)

= 0(
pt + (u− 1

M c) px
)
− M ρc

(
ut + (u− 1

M c)ux
)

= 0 .
(4.5.65)
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The operators (
∂

∂t

)
pp

=
∂

∂t
+ u

∂

∂x
and

(
∂

∂t

)±
ac

=
∂

∂t
+ (u± 1

M c)
∂

∂x
(4.5.66)

are “directional derivatives”, describing time derivatives as seen by observers “pp” and “ac” moving with
velocities u and u± 1

M c, respectively. The observer motions xpp(t) and x±ac(t) thus obey the evolution
equations

dxpp

dt
= u and

dx±ac
dt

= u± 1
M c . (4.5.67)

In other words, (∂/∂t)pp indicates temporal variations seen along a particle path, whereas (∂/∂t)±ac

denotes time derivatives seen by an observer moving with an acoustic signal.

The three compatibility conditions from Equations (4.5.63) and (4.5.65) contain the same information as
the original conservation laws (Equation (4.5.60)) or the primitive formulation (Equation (4.5.62)) as long
as all required derivatives exist. The key advantage of this “characteristic formulation” is that it explicitly
shows how information is transported in time. We will use this insight now to discuss the mathematical
features of gas dynamic discontinuities. We consider Figure 4.5.4.1- 1 and ask, what information is

a)         Shock /Detonation
t

x

u-cuu+c

u+c

u
u-c

b)        Deflagration
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x
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u+c

u+c

u

u-c

Figure 4.5.4.1- 1: Characteristic diagrams for shocks and detonations (a) and deflagrations (b)

available at any given time to determine the 2 states immediately in front of and behind a discontinuity
together with its front propagation speed: For the species mass fractions we have nspec equations from
Equations (4.5.56) and (4.5.59), allowing us to determine the burnt gas composition, once the unburnt
composition and the burnt gas pressure and temperature (or density) are known. (For a non-reactive
front, such as a shock wave these reduce to the condition that the species mass fractions do not change
across the front.)

Differentiating the fluxes ρYiu in the species transport equations (Equation (4.5.10)) and neglecting the
right-hand-side expressions, one finds compatibility conditions for the species mass fractions in the un-
burnt gas,

Yt + uYx = 0 . (4.5.68)

These equations state that the species mass fractions do not change along particle paths outside the reac-
tion front. Based on this, one finds the unburnt gas composition in front of a discontinuity at any time t
as follows: Track the particle path dxpp/dt = u, which arrives at the front at time t, backwards in time
until you reach the initial time t = 0. The composition found at that location is the same as the unburnt
gas composition near the front at the later instance t (cf. Figure 4.5.4.1- 1).

4.54



Thus we only need to check whether there is a sufficient number of equations to determine pressures,
densities, and velocities in the burnt and unburnt, (pb, ρb, ub) and (pu, ρu, uu), plus the front propagation
speed D. These are altogether 7 unknowns.

Consider Figure 4.5.4.1- 1a, which shows the sketch of a propagating shock or detonation wave. The
number of characteristic curves that arrive at the discontinuity from earlier times is 4. Adding the 3
jump conditions from Equation (4.5.55), we have 7 equations for the 7 unknowns. These turn out to be
independent equations, and thus the burnt and unburnt states plus the propagation speedD are completely
determined just through the equations of motion, the species transport equations outside the front, the
Hugoniot jump conditions, and suitable initial or boundary data or both.

The situation is different for deflagrations as can be seen in Figure 4.5.4.1- 1b. The forward acoustic
signal dx+

ac/dt = u + 1
M c emerges from the discontinuity rather than arriving at it. Thus the associated

compatibility conditions can only be used in determining the further evolution but not to connect the
current states near the front to the given initial (and boundary) conditions. One determining equation
for (pb, ρb, ub), (pu, ρu, uu) and D is missing! The missing relation is a burning velocity eigenvalue,
providing an explicit functional relation between the pre- and post-front states and the propagation speed
D. The burning rate law is typically given as

D = uu + s(pu, ρu,Yu) (4.5.69)

with some explicit function s(p, ρ,Y ).

That a flame speed law must be provided in order to uniquely determine the propagation of a deflagration
wave has a deeper physical reason than just the “number counting game” pursued above. Shock waves
as well as detonations are governed by inviscid gas dynamics only. Chemical reactions in detonations are
triggered by shock wave compression, and their exremely high, supersonic propagation speed renders the
effects of molecular transport irrelevant. Once a shock has sufficiently compressed the gas, temperatures
are high enough to lead to auto-ignition, and the reaction heat release sets in. The rate of fuel consumption
is determined completely by this compression-ignition-reaction sequence that involves only inviscid gas
dynamics.

This is in contrast to the physics of deflagrations. Here, the hot burnt gases preheat the unburnt gas right
in front of the flame through heat conduction (or radiation or both) and chemical radicals diffuse out of the
reaction zone into the unburnt gas region. Once this process of preheating and chemical preconditioning
has lead to sufficient reactivity, combustion takes place and the front propagates. The whole process
hinges on heat conduction and species diffusion, both of which are not represented in the characteristic
analysis of the inviscid flow equations given above. We conclude that

The detailed processes within the flame structure crucially influence the flame propagation.

Consequences for numerical simulations of turbulent deflagrations. The importance of this simple
statement for any attempt at numerical simulation of deflagration waves cannot be overestimated! Let
us distinguish two very different alternative approaches:

1. detailed modelling of the inner flame structure, and

2. flame front tracking.
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By the first approach one implements numerical representations of both the overall reaction and tur-
bulent transport sub-mechanisms that are active within the flame region. As we have seen above, it is
the detailed interplay between reaction rates and transport processes that is responsible for establish-
ing the net unburnt gas mass consumption rate. As a consequence, equal emphasis must be given to
either of these subprocesses. In other words, an excellent mean reaction rate model is useless unless
combined with an equally sophisticated turbulent effective transport scheme because errors in the latter
could completely falsify the overall combustion rates, regardless of the quality of the former. In addition,
the “full-resolution approach” requires sufficient spatial and temporal numerical resolution of the flame
region in order to achieve the desired accuracy in representing the reaction-transport interplay.

Flame front tracking approaches avoid the necessity of modelling the complex phenomena within a
“flame brush”. They represent a deflagration as a reactive discontinuity and obtain a closed equation
system by supplying an explicit burning rate law as a function of the unburnt gas thermodynamic, com-
position, and turbulence state. The advantages of this approach over detailled modelling are (i) that it
explicitly controls the net mass burning rate without relying on subtle interactions between submodels
of net turbulent reaction rates and effective turbulent transport and (ii) that it allows much coarser spa-
tial and temporal resolution. Its disadvantage is that one must supply effective turbulent flame speed
functions, which can be derived from scratch only in particular regimes of turbulent combustion. Front
tracking has one more advantage in the context of implementing experimental knowledge in a numerical
simulation system: Measuring effective turbulent burning velocities experimentally is much easier than
distinguishing detailed subprocesses within a flame brush by localized measurements.

We conclude that both approaches have their merits and preferred ranges of applications: In practical
engineering applications, the front tracking approach is advantageous because (i) it has only a single
modelled quantity, the turbulent burning velocity; and (ii) there is no need to resolve spatial scales on
the order of the turbulent flame thickness. In contrast, detailled modelling of the turbulent suubprocesses
within a flame brush is the more fundamental approach, by which one can, potentially, represent all the
underlying physics leading to the establishment of the overall combustion rate. However, this approach
is meaningful only if all the relevant subprocesses are properly modelled and resolved.

A flame front tracking scheme that allows the inclusion of a quasi-one-dimensional dynamic internal
flame structure model is work in progress.

4.5.5 Numerical Representation of Deflagration Waves

4.5.5.1 Resolved turbulent flame structures

The advantages of an approach that relies on detailled numerical resolution of the internal structure of a
deflagration are that

• All important physical sub-mechanisms within a turbulent flame zone as well as their interactions
can be incorporated.

• The mathematical structure of the most popular turbulent combustion models is similar to a com-
bination of standard non-reactive turbulent flow models and the laminar reactive Navier-Stokes
equations. Thus available reactive flow solvers can be employed more or less “out of the box” for
turbulent combustion simulations.
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The disadvantages are that

• A detailed representation of the turbulent flame brush structure leads to minimum spatial resolution
requirements that can become overwhelming for large-scale, industrial-size systems. This issue
may enforce the use of dynamically adaptive grids, with all the added complexity.

• Advantage 2, above, holds only when the turbulent combustion model excludes certain non-standard
effects, such as counter-gradient turbulent transport [4.49,4.50]. If such effects are expected to be
important, adequate numerical techniques must be implemented.

Unfortunately, a considerable number of physical effects that are expected to be important during the
early stages of turbulent flame acceleration have been identified and are not properly represented by
standard models. Bray lists the following, (see [4.1] and the extensive list of references therein):

• the modification of large-scale turbulent transport by heat release including the phenomenon of
counter-gradient transport;

• the sensitivity of turbulent transport to pressure gradients.

• the generation of turbulence because of heat release;

• the modification of small-scale mixing, as characterized by viscous and scalar disspation, because
of heat release;

• the modification of pressure-velocity fluctuation correlations in the second moment evolution equa-
tions as a result of heat release; and

• the introduction into the mean flow equations of additional characteristic length and time scales
linked to laminar flame instabilities.

It is estimated that the importance of all these effects should decrease with increasing turbulence intensity
and that it should become negligible as u′/sL → ∞. Thus successful simulations of high-speed turbu-
lent combustion should be (and are) possible without inclusion of these effects. Yet, as stated earlier,
accurate predictions of the transitional phase of flame acceleration require more sophisticated models
and appropriate numerical techniques.

For example, implementations of the Bray-Moss-Libby model in the context of a consistent second-order
closure are reported in Reference [4.141]. However, it is stated in Reference [4.1] that these authors did
need to deviate from the original BML model in the closure of the second-order moment equations in
order to overcome numerical difficulties arising from the non-standard structure of the BML model.

Given that there is no widespread agreement regarding the proper mathematical structure of a model that
would incorporate all the effects mentioned above, little general advice can be given regarding the nu-
merical techniques that should be employed or developed in order to cope with the arising complexities.
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4.5.5.2 Flame front tracking

As mentioned above, flame front tracking requires the numerical representation of the flame geometry
and its evolution and of the coupling between front and surrounding flow via the Rankine-Hugoniot
conditions (Equation (4.5.55)).

The level set or G-equation approach. As discussed above, premixed flames propagate relative to the
unburnt gas at the local burning velocity s. For a two-dimensional setting, the situation is sketched in
Figure 4.5.5.2- 1. The propagation of points on a flame surface is determined by the superposition of
convection by the unburnt gas flow and this self-propagation in the direction normal to the front

dxf/dt = vu + sn = D. (4.5.70)

Here n is a unit normal vector on the front pointing towards the unburnt gas region. The level set or
G-equation approach introduces a scalar field G(x, t) whose iso-surfaces

G(x, t) = G0 (4.5.71)

are identified with flame fronts. Then

n = − ∇G|∇G|

∣∣∣∣
G=G0

. (4.5.72)

The choice of G0 is arbitrary but fixed for a single combustion event. The flame surface(s) G = G0

naturally decompose the flow domain into unburnt gas (G < G0) and burnt gas regions (G > G0).
Differentiating Equation (4.5.71) with respect to time and using Equation (4.5.70) one finds

∂G

∂t
+

dxf
dt
· ∇G =

∂G

∂t
+D · ∇G = 0 , (4.5.73)

the G-equation.

burnt
G > G0

Flame Front
G(x,t) = G0

unburnt
G < G0

 ns

Temperature

Fuel

Figure 4.5.5.2- 1: Schematic representation of premixed flame front propagation

The key physical ingredients of the level set approach are the burning velocity law determining s as a
function of thermo-chemical and flow conditions and some local features of the flame geometry. It is
important to notice that s is defined as the relative velocity between points on the front and the unburnt
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gas immediately in front of it. The relative velocity sb between the burnt gas and the front differs from
s because of the thermal gas expansion within the flame front and the associated jump of the normal
velocity. Because of mass conservation the mass flux density normal to the front does not change across
the discontinuity and the burnt gas relative speed is easily computed as

ρs = (ρs)b = ρus ⇒ sb =
ρu
ρb

s . (4.5.74)

Although both the flow velocity and the relative speed between flow field and front change across the
flame, their sum, namely the vector D appearing in Equation (4.5.73), does not! This observation will
be important in the subsequent construction of a numerical method.

Figure 4.5.5.2- 2 shows the temporal evolution of an initially sinusoidally distorted front according to
Equation (4.5.73), with s ≡ const. and with the unburnt gas at rest. The front motion then follows
Huygens' principle, and one quickly observes the formation of sharp cusps on the front. Laminar flame
theory, [4.96, 4.142], as well as modern theories of turbulent premixed combustion, [4.45, 4.77], yield
modified, curvature dependent burning velocity laws of the type

s = s0 − s0Lκ + Ln · ∇v · n where κ = ∇·n (4.5.75)

is the mean front curvature. The second and third terms describe the net effect of the (turbulent) diffusive
processes (second term) and by outer straining of the flame by the surrounding flow field (third term). In
detail, s0 is the burning velocity of a plain, unstrained flame, L is an effective Markstein length, and κ is
the local mean front curvature. As indicated in Figure 4.5.5.2- 2 the curvature is defined to be positive

sL > s0
L

  s < s0

k  >       0

k  < 0

unburnt

burntsL

Figure 4.5.5.2- 2: Flame propagation according to Equation (4.5.73) for constant burning velocity
s; schematic for the influence of curvature

when the front is convex with respect to the unburnt gas and vice versa. For positive Markstein numbers
the curvature term thus prohibits the formation of sharp cusps on the flame front.

Determination of level sets away from the tracked front. There is one important issue that needs to
be accounted for when dealing with “real” flames within which substantial chemical heat is released.
The propagation Equation (4.5.73) is valid at the flame front only, since only at the front is the burning
velocity s properly defined. Thus one needs to introduce additional constraints determining the time
evolution of the scalar G away from the tracked interface. One option, proposed in Reference [4.62], is
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to require the level set scalar to be a signed distance function away from the front. This is equivalent to
requiring that

|∇G| = 1 (4.5.76)

and the additional requirement that G be negative in the unburnt and positive in the burnt gas region. For
a related numerical technique to enforce the distance function property, see Section 4.5.5.2.

Flame-flow coupling. Having adopted the level set approach to describe the evolution of the flame front
geometry, one must next describe the mutual interactions between the tracked front and the surrounding
flow. From Equation (4.5.70) and Equation (4.5.73) it is clear how the unburnt gas flow affects the flame
motion: The flame propagation velocity consists of (i) passive advection by the unburnt gas velocity
and (ii) of self-propagation induced by combustion. The unburnt gas conditions influence this latter part
through explicit burning velocity laws as described in Section 4.5.4.

The front, in turn, influences the surrounding flow by enforcing the flame discontinuity jump conditions
(Equation (4.5.55)) for the flow variables at the flame location G(x, t) = G0. Various methods have
been developed in recent years to realize this coupling in the context of finite-volume methods, [4.53,
4.54, 4.99, 4.143 to 4.146]. These schemes mainly differ in their degree of complexity and detail and in
their applicability to compressible and incompressible flows.

Chern and Colella [4.143], Bourlioux and Majda [4.144], and LeVeque and Shyue [4.145] consider com-
pressible flows and treat the moving front surface as part of their time dependent numerical grid. For
each of the subcells generated when a front intersects a grid-cell of the underlying computational mesh
a complete conservative flux update is performed. The CFL-type time-step restrictions associated with
updating small subcells are overcome by distributing excess accumulations of the conserved quantities
among the neighbouring grid-cells. The schemes differ in how this is done in detail, but they all follow
this common pattern.

The method described in Reference [4.53], which is also designed for compressible flows, compromises
on the former schemes in that only complete grid-cells are updated by flux balances. The flame-generated
subcells are used only in an “in-cell reconstruction step”, which recovers burnt and unburnt gas conditions
from the cell averages using a suitable set of recovery equations (see the appendix). The consequence is
that, while the scheme does conserve mass, momentum, and energy between grid-cells and globally, it is
not conservative with respect to these subcells. The method therefore does not automatically conserve
mass, momentum, and energy between the pre- and post-front regions. For flame fronts, this just amounts
to numerical truncation errors affecting the net burning rate and is not critical. However, in tracking a
passive non-reactive fluid interface, such as the surface of a water droplet in air, this scheme would not
conserve the droplet mass. An associated improvement is work in progress [4.98].

Terhoeven [4.146] and Klein [4.99], to our knowledge, are the first to propose a flame front tracking
scheme for zero Mach number flows in the finite-volume context (see, however, also [4.147]). The key
ideas are the same as those in Reference [4.53], but there are important modifications that become in-
dispensable in the limit of small and zero Mach numbers. The key difficulty has been discussed earlier
in Section 4.5.2. The second-order pressure p2 in a low Mach number pressure expansion is responsi-
ble for flow accelerations. Within the flame discontinuity there is an order O(1) density change and an
associated flow acceleration. This can be accomplished only through a pressure discontinuity. The con-
sequence is that the second-order pressure must satisfy a Poisson equation with a singular source term
that ensures the appropriate pressure jump across the flame surface. For more detail the reader may wish
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to consult the original references.

Fedkiw et al. [4.54] again consider compressibe flows, but go one step further in simplifying the approach.
By compromising on conservation also for the complete “mixed cells”, they are able to design a numerical
method that is very attractive because of its simplicity and nearly dimension-independent formulation.

A sample result obtained using the capturing/tracking hybrid scheme from Reference [4.53] is described
in Figs. 4.5.5.2- 3 and 4.5.5.2- 4. The RUT test h11 has been reproduced using a two-dimensional ap-
proximation, a standard k−ε turbulence model, and Damköhler's law to represent the effective turbulent
burning velocity as

sT = sL + u′ where u′ =
√

2k (4.5.77)

with k from the k − ε model data in the unburnt gas immediately in front of the flame. The coloured
density contours show the propagation of the sharp flame surface in time, and the second figure shows a
comparison of space-time diagrams of the flame tip location as taken from experiment and computation.
It turns out that the initial phase is slightly misrepresented, in that the computed flame acceleration is too
slow. Yet as soon as the first obstacle is reached, the experimental and computed flame locations agree
convincingly well.

4.5.6 Numerical Issues of Stiff and Fast Chemistry

A typical chemical species balance equation reads

∂ρYi
∂t

+∇·(ρYiv) +∇·(ji) = −ρ
nreac∑
k=1

aki ωk(Y , p, T ) . (4.5.78)

Here ωk(Y , p, T ) is the reaction rate of the kth chemical reaction, and aki is the stoichiometric coefficient
of species i in the kth reaction. The standard form of the kth elementary reaction may read

nspec∑
j=1

ak,−j Xj ↔
nspec∑
j=1

ak,+j Xj (4.5.79)

and then
akj = ak,+j − ak,−j . (4.5.80)

The classical Arrhenius law of mass action expressions for the reaction rate ωk reads

ωk(Y , p, T ) = K+
k e−T

+
k
/T

nspec∏
j=1

Y
ak,+j
j −K−k e−T

−
k
/T

nspec∏
j=1

Y
ak,−j
j (4.5.81)

The problems of “stiff, fast and complex” chemistry arise, because typically one has

K+
k , K

−
k , nspec, nreac,

T+
k

T∞
,
T−k
T∞
� 1 (4.5.82)

where T∞ is a characteristic temperature in the system.

Although the requirements resulting from large numbers of species and reactions are more or less obvious
(heavy computer time and memory demands), the issues of stiffness and rapidity of chemical reactions
deserve an explanation.
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Figure 4.5.5.2- 3: Sequence of density contours as computed in a two-dimensional model for RUT
test h11 using the flame front capturing/tracking hybrid scheme from Reference [4.53]
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Figure 4.5.5.2- 4: Comparison of the time history of flame propagation in the test case from Figure
4.5.5.2- 3

4.5.6.1 Stiffness

For stiff reations, one or both of the reaction rate coefficients K±k exp(−T±k /T ) is very large, much
larger—in fact—than the inverse of a typical characteristic time of flow field evolution and of the actual
time scale of reaction progress. As a consequence, the kth reaction must be in an approximate balance,
with |ωk| � K±k exp(−T±k /T ). Suppose now, that numerical approximation errors induce a perturbation
of one of the species mass fractions δYi � Yi. The resulting perturbation of the reaction rate is

δωk =

K+
k e−T

+
k
/T

∏
j �=i

Y
ak,+j
j −K−k e−T

−
k
/T

∏
j �=i

Y
ak,−j
j

 δYi . (4.5.83)

One immediately finds that
δωk
ωk
� δYi

Yi
(4.5.84)

indicating that minute errors in the species mass fractions induce large fluctuations of the reaction rates.
Obviously, when the rate coefficients are sufficiently large, such perturbations lead to chemical kinetic
responses with time scales that are orders of magnitude shorter than the actual characteristic chemical
time scale of the exact solution. Extremely robust numerical integration schemes must be employed to
handle this kind of situation without undue unstable numerical response.

However, even a robust, non-oscillatory numerical treatment is insufficient when the chemical species
involved play a crucial role for the overall reaction progress. This is the case, for example, for chemical
radicals such as the Hydrogen atom. These species are responsible for opening the reaction paths that
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produce the major heat release in typical combustion systems. At the same time, they are extremely
reactive, so that their consumption kinetics is extremely fast—in contrast to their production, which is
typically much slower. The result is that radicals are consumed immediately whenever they are produced
and that their mass fractions always remain very small. Since, on the other hand, they induce the primary
breakup of the fuel species, it is adamant that their minute concentrations be computed very accurately.
Hence robustness and accuracy are of equal importance and dynamically adaptive numerical techniques
and error control must be invoked. The subtle numerical problems associated with stiff relaxation pro-
cesses are discussed extensively in textbooks on the matter, such as Reference [4.148]. Most of these
texts address systems of ordinary differential equations.

Obviously, the problem is aggravated when reaction processes in multi-dimensional flows are to be com-
puted. We emphasize that the simple coupling of highly accurate stiff ODE solvers with standard multi-
dimensional flow solvers through the popular operator splitting technique from Reference [4.149], will
not automatically lead to a satisfactory solution. The sophisticated error control in the stiff ODE solvers
will not indicate the additional errors induced by operator splitting between fluid mechanics and chem-
istry. Hence even though that approach will allow the construction of robust numerical methods, accuracy
can be utterly corrupted.

We also emphasize that temporal and spatial adaptivity alone is insufficient when it is not combined
with sophisticated refinement indicators that are based on fully multi-dimensional error control. Unfor-
tunately, rigorously supported error estimators for large Reynolds number compressible and zero Mach
number flows are work in progress at this time even for non-reactive flows [4.107, 4.108]!

4.5.6.2 Fast Chemistry

The physics associated with rapid heat release is distinguished here from the issues of stiff chemistry,
even though they are closely related in that both are associated with short, chemistry-induced time scales.
By the label “fast chemistry” we denote a situation where the actual time scale of chemical heat release
whenever it occurs is much shorter than the characteristic time scales of the surrounding flow. Because of
the tight coupling of chemical reaction progress and fluid mechanics through total energy conservation,
fast chemical reactions are in all practical situations associated with the establishment of thin combustion
zones. This statement holds for benign low Mach number diffusion flames (as on candles) as well as for
the most violent combustion events, detonation waves. The combustion zones can be either thin laminar
or quasi-laminar flames on the smallest scales or complete turbulent flame brushes when the overall
length scale of the considered flow is sufficiently large. The latter is true, for example, for large-scale
industrial devices.

In numerical simulations one is faced with the options of either developing sophisticated adaptive nu-
merical techniques that allow one to resolve in detail the thin reaction fronts or to develop combined
models and numerical schemes that handle these fronts as infinitily thin reactive surfaces. The former
approach requires accurate modelling and numerical representation of all aero-thermodynamic processes
that interact within the combustion zone. The advantage of that approach is, obviously, that each of these
submechanisms can be accounted for and its effect assessed. The disadvavage is that in fact all the sub-
processes must be represented properly to obtain acceptably accurate answers, (see also Section 4.5.4).
The latter approach requires an accurate representation of the coupling between the reaction front and
the surrounding flow and an equally accurate representation of the response of the reaction zone to fluid
mechanical perturbations in the vicinity. The advantage of this approach is that it allows much coarser
numerical resolution than the former and that it has fewer mechanisms to be modelled and computed,
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such as flame speeds and effective jump conditions. The disadvantage is that effects on the length and
time scale of the internal combustion zone structure are lost. (Compromises between both approaches
are work that is in progress.)

Unless in a direct numerical simulation (DNS) of the compressible reactive Navier-Stokes equations all
length and time scales are resolved, the effects of chemical kinetics enter in both approaches through
suitable subgrid-scale turbulent combustion models. Notice that with the expected computational ca-
pacities for the next decade one cannot expect to resolve by DNS realistic scale turbulence combustion
processes relevant to industrial safety problems. Hence the issue of an accurate integration of chemical
species transport equations with detailed chemistry, as discussed in the previous subsection, becomes
irrelevant. In fact, the turbulent combustion submodels most often have little in common with detailed
chemical kinetics (see Section 4.3), so that the numerical algorithmic requirements are very different.

4.5.7 Computational Chemistry Reduction

The issues of stiffness and the overwhelming complexity of detailed chemical kinetics has fostered
widespread interest in “reduced chemical kinetics” for decades [4.6, 4.90, 4.91]. Explicit analytical ap-
proaches that are based on asymptotic limit considerations have been discussed in Section 4.4.2 above.
Here, we summarize a number of alternative techniques that are enjoying increasing popularity because
of the fact that they are largely algorithmic and reduce the demand for chemical kinetics expertise that
comes with the more traditional explicit reduction strategies.

4.5.7.1 Crucial observations

Consider a system of ordinary differential equations that might describe chemical reactions in a homoge-
nous gaseous system,

dY

dt
= R(Y ) . (4.5.85)

The shortest time scales inherent in such a system can be assessed, on the one hand, by the inverse of the
largest component of the rate vectorR = {Ri}ni=1, that is,

τ0 = min
i

(|Ri(Y )|) . (4.5.86)

The crucial characteristic of stiff reaction systems, however, lies in the fact explained above, that there
are hidden time scales much shorter than those visible in the actual evolution of the system and charac-
terized by Equation (4.5.86). These inherent time scales can be assessed by considering the following
transformations: The rate of change of the reaction rate vectorR itself is governed by

dR

dt
=

(
∂R

∂Y

)T

· dY
dt

= JT ·R , (4.5.87)

where J = {Ji,j}ni,j=1 = {∂Ri/∂Yj}ni,j=1 is the Jacobian of the rate vector. A straightforward pertur-

bation analysis shows that the same equation is also satisfied by perturbations δY of the solution Y (t),
that is,

dδY

dt
=

(
∂R

∂Y

)T

· δY = JT · δY . (4.5.88)
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Consider next an eigenvalue decomposition of the Jacobian J of the form

J =
n∑

j=1

λjrj ◦ �j , (4.5.89)

where λj is the jth eigenvalue of the Jacobian, and rj , �j are the associated right and left eigenvectors,
respectively. (To streamline the discussion we do not address complications that may arise for incomplete
sets of eigenvectors, multiple eigenvalues etc.)

Let the eigenvalues be ordered in an increasing sequence, so that

λ1 < λ2 < . . . < λj0 < 0 < λj0+1 < . . . < λn (4.5.90)

Typical stiff behaviour arises when the first few eigenvalues are very large by modulus, that is, when

|λ1|, |λ2| < . . .� 1 . (4.5.91)

A decomposition of δY with respect to the eigenvectors rj according to

δY =
n∑

j=1

φj(t)rj (4.5.92)

with the rj essentially frozen on the short relaxation time scales associated with λj yields

dφj
dt

= −λjφj(t) . (4.5.93)

This equation indicates, in an asymptotic sense for large |λj |, a rapid exponential decay of the solution
component in the direction of the jth right eigenvector.

These relaxing degrees of freedom are unimportant because they will always merely drive the solution
back onto submanifolds in state space where the related degree of freedom is relaxed out. This will be
the case when ever the reaction vectorR does not excite these fast relaxing modes; that is, whenR has
no component in the direction of the “fast” rj . This requirement can be cast into an algebraic constraint
for the “slow” submanifolds in the space of Y :

�j(Y ) ·R(Y ) = 0 for all j satisfying λj < 0 and |λj | � 1 . (4.5.94)

4.5.7.2 ILDMs – Intrinsic lower-dimensional manifolds

The idea in Reference [4.150] is to a priori constrain the state vector Y to submanifolds defined by
Equation (4.5.94) or similar modified algebraic constraints. Since these algebraic relations depend only
on the chemical rate funtion, they can be determined before an actual computation is started to solve
the dynamical system (Equation (4.5.85)). The manifolds are actually tabulated and the chemistry is
then treated in a computation by means of lookup tables rather than by actually solving the full ODE
system. The approach has been validated extensively in References [4.150 to 4.152] and was shown to
yield results that cover those from standard reduced chemical kinetics as discussed in Section 4.4.2. On
the other hand, it can generate automatically different relevant subsystems that may emerge in different
regimes of state space and that would require separately derived standard reduced schemes if one were
to follow the explicit asymptotics-based approach.
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A prominent example relevant to the present applications is the transition from auto-ignition to flame
propagation chemistry. Auto-ignition mechanisms must include the details of radical production and
thermal buildup, whereas the radicals in a propagating flame are supplied via molecular transport from
the reaction zone. This elucidates that there can be crucial differences in the details of the effective
reaction paths, depending on how the reaction system is coupled into a flow field.

A caveat is associated with the embedding of chemical reactions in a flow field. In this case, the govern-
ing equations for the species mass concentrations are not ordinary differential equations as in Equation
(4.5.85), but full multi-dimensional transport equations

∂ρY

∂t
+∇·(ρY v) +∇·(j) = ρR(Y , p, T ) . (4.5.95)

Not only is this equation equipped with the transport terms resulting from convection and diffusion,
but one also must include in R the dependence on two thermodynamic background variables, such as
pressure and temperature. Although the key idea behind the ILDM approach is still valid, namely that
one may expect the mass fraction vector to evolve in the immediate vicinity of the ILDMs, deviations
occur because of these additional terms and they must be accounted for.

The conceptual problems to be overcome are that (i) the manifolds now depend on the thermodynamic
backgound state and can thus vary with time and that (ii) the transport terms ∇·(ρY v) + ∇·(j) will
generally have components in the direction of the fast eigenvectors of J . Even though strong efforts at
overcoming these issues are on their way, application of the ILDM approach in dynamic reactive flow
computations based on the standard conservation equations is by far not standard today. The approach has
found considerably more resonance in the context of Monte Carlo PDF methods for turbulent combustion.
As discussed in Section 4.3.7, the PDF is represented in a Monte Carlo simulation approximately by
an ensemble of particles that undergo their individual histories. Part of that particle history, which is
typically represented numerically by operator splitting, is the reaction progress according to an ODE as
in Equation (4.5.85). In this case, one can take full advantage of the ILDM approach.

It should be mentioned that much of the development efforts for ILDM methods have gone into a quite
technical issue that has little to do with the underlying fundamental and quite intriguing ideas: Organizing
computationally efficient tabulation and lookup table procedures has proven to be more of an obstacle in
the implementations that was probably expected originally. It turns out that quite sophisticated numerical
techniques need to be invoked to really benefit from the advantages that the ILDM approach formally
promises to offer.

4.5.7.3 CSP – Computational singular perturbations

The CSP approach [4.153, 4.154] aims at an algorithmic realization of concepts of asymptotic analysis.
The key issues in simplifying complex chemical kinetics are

• to appropriately select relevant fast and slow time scales,

• to identify the characteristic dynamics associated with the fast scales, and

• to then pass to a limit where all the fast modes are relaxed and the overall evolution is governed
by the slower time scales of interest only.
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Consider again the evolution equation for then-dimensional reaction rate vectorR from Equation (4.5.87).
Generally, one may turn this vector equation into a set of coupled scalar amplitude equations by decom-
posingR w.r.t. some basis {ai}ni=1:

R(t) =
n∑
i=1

f i(t)ai(t) . (4.5.96)

For future reference, we introduce the dual basis {bi}ni=1 by

bi · aj = δij . (4.5.97)

We left-multiply Equation (4.5.87) by bi to obtain

df i

dt
+

n∑
j=1

f j
(
bi · daj

dt

)
=

n∑
j=1

f j
(
bi · J · aj

)
. (4.5.98)

In a more compact notation we have
df i

dt
=

n∑
j=1

f j Λi
j , (4.5.99)

where

Λi
j(t) = bi(t) ·

(
−daj

dt
+ J(t) · aj(t)

)
. (4.5.100)

If the considered system was linear, one could diagonalize the matrix {Λi
j} and then solve n decoupled

linear first-order equations exactly. The largest eigenvalues of the matrix (by modulus) would indicate
the “fast modes”, and the associated solution components would decay most rapidly if these eigenvalues
were negative.

Chemical kinetics equations are generally highly non-linear and such an exact decoupling will not occur.
However, one may seek to achieve at least an approximate decoupling of fast and slow motions in state
space by choosing basis vectors {ai}ni=1 that lead to an approximately block-diagonal structure of {Λi

j}.
An algorithmic procedure is proposed in References [4.153,4.154] that allows an iterative improvement
of the underlying basis in state space in that the coupling between fast and slow subspaces decreases as
εj , where ε is the time scale separation between the “current active time scale” (the fastest of the slow
modes) and the slowest of the fast modes and j is the iteration index.

The CSP approach is intriguing in that it allows one, but does not require, to construct a simplified limit
system with fewer degrees of freedom similar to the ILDM system. One can as well use the subdivision in
state space into fast and slow modes in order to resolve numerically all the scales, but to apply specialized
numerical techniques to the fast and slow subdynamics.

4.6 Summary

This chapter has compiled the state of the art in both the modelling and numerical simulation of FA and the
transition to detonation. Summaries have been provided of main-stream and advanced models for flow
turbulence, turbulent combustion, and for the efficient representation of chemical kinetics. Numerical
methods for flow field simulations have been discussed with an emphasis on the present topic of FA and
DDT.
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4.6.1 Industry-level Modelling versus Current State of Research

In discussing computational modelling, one must distinguish between the needs of everyday engineering
and scientific efforts at exploring the fundamental processes of a given phenomenon. Typically, engi-
neering assessments require mainly an upper limit of potential loads, which then serve as the basis for the
design of safety measures. Unfortunately, when dealing with combustion in large-scale systems and with
a wide range of possible scenarios regarding gas composition and distribution, the potential upper load
limits are subject to considerable statistical variation. As a consequence, simplified assessment tools can
lead to either unacceptable conservatism or unacceptable uncertainties. Hence the demand for improved
insight into the fundamental mechanisms of FA and DDT and the efforts at developing detailed numerical
prediction tools as described in this chapter. (Simplified models of reduced complexity that can be used
in routine engineering applications will be discussed in the next chapter.)

4.6.2 Adequate Levels of Modelling Detail and Numerical Resolution

Because of the complexity of the phenomena involved in FA and DDT, such as flow turbulence, chemical
kinetic effects, multiple length scales, flame-acoustic interactions etc., various levels of modelling detail
must be distinguished.

At the coarsest level, there are the lumped-parameter models, to be discussed shortly, which decompose
a system into a finite, relatively small number of compartments. Conservation of mass and energy is
formulated for these systems of interconnected subvolumes, and overall estimates of global pressures
and average temperatures are obtained. Naturally, these models do not resolve the underlying reacting
flow fields. In other words, the balance of momentum is not considered in detail. Also, it is not possible—
except through qualitative parametrizations—to incorporate the effects of local events that may lead to
sizeable global effects.

The interaction between energy and momentum becomes important for high-speed combustion, such as
high-speed turbulent deflagrations and detonations. Here, a large percentage of the combustion energy
release is converted to kinetic energy. It has been shown, for example, in Reference [4.155] that the
resulting pressure pulses may lead to effective pressure loads that by far excede those expected from
quasi-static (lumped-parameter) estimates. The next level of computational and modelling complexity
thus involves simulation tools that allow the representation of global unsteady but statistically averaged
flow fields and large-scale pressure waves. These simulation tools typically rely on coarse-grained com-
putational meshes with grid sizes comparable to the integral scales of turbulence. Such codes are able to
provide estimates for the influence of momentum exchanges and, in particular, allow a much improved
assessment of potential structural loads that are due to high-speed combustion events.

These statistically averaged models include mean combustion rate models that are suitable to describe a
well-established and relatively stable reaction progress. They also do allow the modelling of bulk effects
of chemical kinetics, such as transitions between different regimes of turbulent combustion depending
on whether chemical time scales are much shorter, comparable to, or longer than the characteristic time
scales of turbulence. However, this kind of approach still misses out on those events that are triggered
by localized processes but then develop into global combustion events. Unfortunately, some of the most
dangerous mechanisms of deflagration-to-detonation transition are of that type: Local sequential or hot
spot ignition may trigger the onset of detonation through gas-dynamic-reactive resonances, but the trig-
gering event itself is a highly stochastic, localized, and rare event. Reliable modelling of this kind of
process is not possible on the basis of standard statistical models of turbulence and turbulent combustion.
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One rather needs sophisticated dynamic mesh refinement and models suitable to represent the smallest
flow scales. A promising compromise between fully resolved DNS based on the reactive Navier-Stokes
equations and statistical turbulence models is large eddy simulation.

Table 4.6.2-1 summarizes the orders of magnitude of the smallest length scales to be resolved in a typical
nuclear reactor safety application under these different modelling paradigms.

Table 4.6.2-1: Rough estimate of resolution requirements as a function of modelling detail

Model Class Smallest Scale Resolved Processes

Lumped-Parameter Models > 1 m Large-scale-averaged (quasi-)
thermodynamic balances

Statistical Turbulence Models 0.1 . . . 1 m Averaged flow quantities,
including momentum balances
excluding localized, rare events

Large Eddy Simulation
(LES)

0.01 . . . 0.1 m Non-linear unsteady motions,
including large-scale turbulence
excluding disspation scales

combustion scales
localized, rare events

Direct Numerical Simulation
(DNS)

10−5 . . . 10−2 m All processes and
full range of scales of
underlying continuum model

4.6.2.1 Under-resolved computations

The estimates in Table 4.6.2-1 demonstrate that the interplay of various physical mechanisms typically
occurs over a range of characteristic length (and time) scales. The non-linearity of the underlying gov-
erning equations dictates that processes occuring on different scales interact in a non-negligible fashion.
As a consequence, any numerical computation that does not resolve all the length scales described by its
model equations is generally bound to produce uncontrolled errors because it neglects the interactions
on and with the small, unresolved scales. In particular, a DNS based on the reactive Navier-Stokes equa-
tions cannot be expected to correctly represent the evolution of a combustion process if the smallest flow
and chemical reaction scales are not properly resolved. (As a rule of thumb, the grid Reynolds number,
Regr = uref∆/ν, with ∆ the computational grid size, should be or order unity or less.

Computations that do not satisfy this kind of criterion might, under special circumstances regarding initial
and boundary data, yield valuable insight. But they should be interpreted with extreme care and should
not be accepted as DNS in the original sense of the term.

4.6.3 Reproducibility and Predictability

The interpretation of the results of computational modelling must take into account the statistical nature
of the processes modelled. It may be found found, for example, from the experiments to be reported in
Chapter 5 that some experimental set-ups and combustible mixtures lead to very reproducible high-speed
combustion events, whereas more marginal mixtures and only slightly obstacle-loaded configurations
tend to produce large fluctuations in terms of the resulting overall flow fields. Importantly, there is, at
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best, a weak correlation between the violence of an event and its marginality.

As one tries to narrow down the boundaries of existence of detonation and high-speed deflagration one
must deal with increasingly marginal mixtures. Predictive modelling then requires a drastically increased
amount of detail as well as the recognition of the very different statistical nature of turbulent combustion
in these regimes. Among, say, 100 benign cases of combustion there may still be a few cases where
transition to detonation occurs and effective structural loads are an order of magnitude larger than the
average ones. We are not aware of a reliable modelling approach that would allow incorporation of such
rare but important events and would still be comparable in complexity with standard statistical models
of turbulence and turbulent combustion. Hence there is a demand for sophisticated DNS and LES tools.

4.6.4 Complex Geometries and Scaling

There is currently a principal difficulty in the context of model validation that is related to the scaling
issues discussed in Section 4.5.1.1. None of the existing subgrid-scale turbulence closures is rigorously
derived from first principles, i.e., from the original governing equations. One may thus expect that
the similarity laws associated with the non-dimensional characteristic quantities, such as the Reynolds,
Peclet, Mach, Froude, and Damköhler numbers will generally not be perfectly satisfied by the resulting
effective models. As a consequence, one finds that application of one and the same model to geometri-
cally similar but differently sized systems requires adjustment of a number of free modelling parameters.
This is a highly non-negligible issue in nuclear reactor safety, because there are only very experimental
set-ups of a geometrical size comparable to a real reactor containment.

The upscaling or downscaling of computational results therefore must be considered an unresolved ques-
tion to this date. The availability of experimental results for geometrically exactly similar, but resized
set-ups would be of outmost value for model validation.

There is another more subtle issue related to this same problem area: One typical and important way
of validating a numerical flow solver is to perform convergence studies with respect to grid refinement.
One considers one and the same physical situation and increases the numerical resolution (= decreases
the mesh size) in a sequence of computations. Ideally, the results obtained should converge to the same
limiting fields at a rate that depends on the order of accuracy of the numerical discretizations employed.
Consider now a full-fledged simulation of a nuclear reactor containment. Such a simulation will typically
include subgrid-scale models for small-scale obstacles and solid structures, as described in Section 4.2.5.
Now, upon grid refinement the size of the smallest resolvable obstacle decreases in proportion with the
mesh size. As a consequence, the underlying continuum problem that one is trying to solve changes, and
the notion of “convergence” must be reconsidered.

In fact, there are at least two principally different interpretations of convergence:

• Convergence in a practical sense would postulate that the subgrid-scale models be applied only
to the unresolved scales on any given grid. A convergence criterion would then require that the
results of a fine-mesh computation, when restricted to the former coarse-grid, yield the same grid
cell averages as did the coarse grid computations. Notice, however, that under this strategy more
and more of the small-scale geometrical features of obstacles becomes resolved on the grid—the
smallest resolved features corresponding to a fixed number of grid cells. Numerical truncation
errors on the small-scale level will then not decrease with grid refinement and convergence in the
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sense of numerical analysis is not achieved.

• A sound convergence study in the sense of numerical analysis would, in contrast, fix the continuum
problem to be solved and then study the solution behaviour as the grid is refined. In particular, it
would be decided once and for all of the compared computations which obstacles would be resolved
and which ones be represented only by subgrid-scale models. This classification would not change
with grid refinement. This latter approach is somewhat counter-intuititive and not widely used, but
it is the only approach allowing one to verify that numerical truncation errors diminish with grid
refinement.
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