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Abstract

A detailed Rayleigh scattering model has been implemented and used to post-
process detonation wave numerical simulation results to allow for a direct compar-
ison with previous experimental visualizations of detonations in hydrogen-based
mixtures. A quantum chemistry approach has been employed to obtain realistic
Rayleigh scattering cross-sections. A database of Rayleigh cross-sections for rele-
vant species was created and validated against available experimental data. Steady
one-dimensional as well as unsteady two-dimensional simulations of detonation
were used for comparison with experimental Rayleigh profiles and images. We
demonstrate that both realistic Rayleigh scattering cross-sections and the charac-
teristics of the imaging system have to be taken into account to accurately repro-
duce the experimental results. We show how this approach can be applied to esti-
mate the performance and design improved Rayleigh imaging systems. Rayleigh
scattering appears to offer some advantages over other techniques for studying the
structure of detonation waves both at and behind the front.
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1 Introduction
Detonations are a shock wave-reaction zone complex that travels at a supersonic
speed. The energy released by the chemical reactions sustains the shock wave
propagation which in turn initiates the auto-ignition of the gaseous mixture [1–3].
Research on detonation has been motivated by propulsion applications as well as
industrial safety [3]. The detonation structure has been extensively studied using
density-based visualization techniques such as interferometry [4, 5] and schlieren
[6–9]. The disadvantage of these techniques is that the density gradients are in-
tegrated over one dimension of the investigated volume [10] which makes the
interpretation of the results difficult or requires the use of narrow channels which
induce a modification of the detonation wave structure [11]. During the last three
decades, the development of a variety of laser light sources as well as sensitive
imaging systems have enabled two-dimensional imaging of detonation based on
spectroscopic processes. Anderson and Dabora [12, 13] performed Rayleigh scat-
tering imaging of detonation waves propagating in hydrogen-based mixtures. The
work was succesful in demonstrating the potential of the technique but the resolu-
tion of imaging system and low light levels resulted in low signal-to-noise ratio.
There has been no further studies with Rayleigh scattering in detonation although
it is widely used in other fluid dynamic and combustion experiments [14–21]. A
number of authors including Kamel et al. [22], Viguier et al. [23], Wang et al.
[24], Austin et al. [11, 25] and Pintgen et al. [10, 26–28] have used OH radi-
cal laser-induced fluorescence to visualize the geometry of the reaction zone of
detonation in a wide range of mixtures. The work of Austin et al. [11, 25] and
Pintgen et al. [10, 26–28] was recently continued by Mével et al. [29] who de-
veloped a detailed laser induced fluorescence model to post-process numerical
simulation results on detonation waves, allowing for a direct comparison between
the experimental and numerical images. It was demonstrated that the strong at-
tenuation of the incident laser light, due to the strong absorption at the detonation
front, prevented imaging regions of high OH concentration away from the front.
Rayleigh scattering imaging is potentially less susceptible to absorption and might
be an appropriate method to reconsider for detonations imaging considering the
improvements in technology since the study of Anderson and Dabora in 1992. To
accurately estimate the possibilities and limitations of this technique, we have un-
dertaken a detailed analysis of the Rayleigh scattering process in detonations.
In the present study, an ab initio quantum chemistry approach has been employed
to develop a wavelength and temperature-dependent Rayleigh scattering cross-
section database. After its validation against the data from the literature, this
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database was used to post-process one- and two-dimensional detonation simula-
tions in order to compute the Rayleigh scattering intensity of a detonation wave.
These simulations were compared to Rayleigh images obtained by Anderson and
Dabora [12]. Estimates of the capability of a contemporary imaging system are
made using realistic performance parameters to determine the feasability of imag-
ing features close to and far behind the detonation front.

2 Rayleigh scattering cross-section database

2.1 Fundamentals of Rayleigh scattering
The fundamental principle governing Rayleigh scattering is the elastic interactions
between gas molecules and incident laser light [15–17]. The Rayleigh scattering
intensity IRay can be defined as the number of photons per second diffused by a
volume V of gas, and collected within the solid angle Ω along an axis perpendic-
ular to the direction of propagation of the incident light and the direction of its
polarization [17, 30]:

IRay = k ΩV I0,S N
∂σ

∂Ω
(1)

where I0,S is the intensity of the incident light in photon · s−1 ·m−2, N the density
number and k is a system calibration constant which accounts for the optical col-
lection and transmission efficiencies. In order to compute the Rayleigh intensity,
the density and the Rayleigh differential cross-section are needed.
The differential cross-section depends on the position of the detector, the wave-
length λ , of the laser light, and the optical properties of the gas [31]. It can be
calculated using the approximation

∂σ

∂Ω
≈ 4π2(n−1)2

λ 4N2 sin2
φ

3
3−4ρ

(2)

where N is the density number, φ is the angle of refraction defined as the angle
between the polarization direction and the observation direction, ρ is the depolar-
ization factor

ρ =
6γ2

45a2 +7γ2 , (3)

with the linear polarizability

a2 =
1
9
(α11 +α22 +α33)

2, (4)
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and the anisotropy

(5)γ
2 =

1
2
{(α11−α22)

2 + (α22−α33)
2 + (α33−α11)

2 + 6(α2
12 +α

2
23 +α

2
31}.

αi j are the polarizability tensor elements.
To simplify this equation, the case φ = π

2 , where the differential cross-section is
maximum, is usually considered. Using the Lorenz-Lorentz equation to replace
the index of refraction by the linear polarizability we obtain:

∂σ

∂Ω
≈ 16π4

λ 4 a2F (6)

with

F =
3

3−4ρ
≈ 1+

7γ2

45a2 (7)

the King factor and a the linear polarizability in m3.
Considering a mixture of gaseous species, the total cros-section is an average over
the individual species values [31]:

∂σ

∂Ω
=

n

∑
i=1

Xi
∂σi

∂Ω
(8)

where Xi is the molar fraction of the species i.

2.2 Creation and validation of the database
The database was created using the quantum chemistry software Gaussian03 [32],
which can compute wavelength dependent polarizability tensor that is needed for
computing the Rayleigh cross-sections. The database contains the complete po-
larizability tensor at 12 different wavelengths for 30 species. Two basis sets were
compared: the 6-311+G(3df,2p) and the aug-cc-pVTZ basis set. They differ from
each other through the number and nature of diffuse and polarization functions
used to describe the atomic and valence orbitals. The two basis sets were com-
pared using the experimental refractivity data collected by Gardiner et al. [33] in
the range 337-694 nm. The relationship between refractivity, RL, and polarizabil-
ity is:

RL = a
NA

3ε0
(9)
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where NA is the Avogadro number and ε0: is the vacuum permittivity.
The geometry of the molecule was optimized for each theory level-basis set com-
bination, then the polarizability tensor was calculated. Comparison with the data
was made for 26 species. The relative error for all species and the two different ba-
sis sets is shown in Figure 1. For most species, the aug-cc-pVTZ basis set enables
a better prediction of the refractivity than the 6-311+G(3df,2p) basis set. Con-
sidering the 26 species, the mean relative error is 15% for the 6-311+G(3df,2p)
against 10% for the aug-cc-pVTZ. For the species of the H2-O2 chemical system,
the mean error is 31% for 6-311+G(3df,2p) and 13% for the aug-cc-pVTZ basis
set. Consequently, the B3LYP/aug-cc-pVTZ method was employed to create the
Rayleigh cross-section database.

In addition to Gardiner et al. [33] refractivity data, the depolarization ratio data
of Fielding et al. [34] and the cross-section data of Sutton and Driscoll [35] were
used to validate the Rayleigh cross-section database. An overview of these com-
parisons is displayed in Figure 2. Both for Fielding et al. and Sutton and Driscoll
data, overall agreement was found with an average error on the order of 10%. The
Rayleigh scattering cross-section database which includes 33 chemical species is
provided as a supplemental material.

Since the temperature variations in a detonation wave are significant, it is im-
portant to account for the temperature dependance of the cross-sections. As Gaus-
sian does not permit compution of a temperature-dependent polarizability tensor,
we analysed the results of Sutton and Driscoll [35], Zhao and Hiroyasu [17], Gra-
ham et al. [36] and Holm and Kerl [37], to establish a wavelength dependent
relationship for the relative variation of the cross-section with temperature, ∆σT .
We note that

• Sutton and Driscoll in their work measured cross-sections for 7 species (N2,
Ar, O2, CO2, CO, H2 and CH4) at different temperatures for two wave-
lengths: 266 and 355 nm. They found that the variation of the cross-section
between 300 and 1500 K was less than 8% at 355 nm and less than 11% at
266 nm.

• Zhao and Hiroyasu, and Graham et al., considered in their studies that the
estimated relative change of cross-section of methane, and simple molecules
like N2, O2, CO2, CO, due to temperature is approximately constant and
equal to 2× 10−5K−1 which leads to less than 4% of change on the cross-
section between 300 and 1500 K.
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• Holm and Kerl determined by interferometry (at 546 nm) the index of re-
fraction of 5 gases (He, Ar, H2, N2 and O2) between 208 and 365K. After
correction, they obtained for H2, N2 and O2 ∆σT = 2× 10−5K−1. If this
relative change is assumed constant over temperature, as it is found in the
Sutton and Driscoll analysis, a change of less than 4% on the cross section
is expected between 300 and 1500 K.

From these results, it can be concluded that the changes of σ with temperature
are small, that ∆σT does not depend on temperature and the wavelength depen-
dence is important

∆σT (546nm)≈ 2×10−5K−1 (10)
∆σT (355nm)≈ 5×10−5K−1 (11)
∆σT (266nm)≈ 8×10−5K−1 (12)

Subsequently, we assumed that the temperature dependence of the Rayleigh
scattering cross-section is constant with temperature. We also assumed that the
wavelength dependence can be extrapolated to a wider range of wavelengths [250
nm, 700 nm] as illustrated in Figure 3. The variation of the Rayleigh scattering
cross-section with temperature over the range 300-2000 K is thus given by:

σ
i
T (λ ) = σ

i
0(λ ) · [1+∆σT (λ ) · (T −T0)] (13)

with σ i
0 the cross-section of the i species at T0=298 K.

3 Application to detonation simulations

3.1 Detonation models
Two detonation modeling approaches have been employed in the present study:
the steady one-dimensional model, or ZND model [38], and unsteady two-dimensional
simulations. The ZND model considers the detonation wave to be composed of a
steady one-dimensional planar shock wave followed by a reaction zone [1]. Shock
wave theory is used to determine the flow conditions behind a normal shock. For
the reaction zone, a system of ordinary differential equations, derived from Euler
equations for 1-D steady flow, is solved. The detonation speed in the Chapman-
Jouguet mode is determined to obtain a sonic flow at the end of the reaction zone.
The shock wave induces the auto-ignition of the combustible mixture and, in
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turn, the expansion of the gases sustains the wave propagation. Unsteady two-
dimensional cellular detonations were simulated by solving the Euler equations
with a high-resolution computer code based on the finite-difference method. For
the numerical flux approximation, the shock capturing, weighted essentially non-
oscillatory (WENO) scheme of the fifth order [39] is employed along with the
Lax-Friedrichs splitting of fluxes in the characteristic form. For the time integra-
tion, the ASIRK2C second-order semi-implicit additive Runge-Kutta scheme [40]
is used. The convective terms in the Euler equations are treated explicitly while
the implicit treatment is applied to the chemical source terms. Details about the
computational domain, boundary conditions and validation process of the code
can be found in [29, 41].
Calculations were made using the detailed reaction model of Mével et al. [42–44]
which was validated against a wide range of experimental data including shock-
tube, flow and jet-stirred reactor, and laminar burning speed data, as described in
detail in Mével[45].

3.2 Rayleigh imaging
In order to understand the relationship between the experimental and calculated
Rayleigh images, we investigated the effects of the characteristics of the imaging
system, such as the resolution of the camera, the spatial distribution of the laser
sheet and the dynamic range of the camera. In addition, the possible attenuation
of the laser light intensity has also been studied. We considered a 3 mm diame-
ter laser beam with a wavelength of 266 nm (as in Anderson and Dabora’s study
[12]), fourth harmonic of a Nd-Yag laser, which is used to create a 30 mm wide
laser sheet with a thickness of 0.5 mm. The incident intensity is 55 kJ/m2. A lens
with a f number of 2.8 is used to image the detonation with a magnification of 2
onto a UV sensitive CCD array located 20 cm away. The overall efficiency of the
optical system, including the quantum efficiency of the CCD and the transmission
of the interference bandpass filter, is chosen to be 10%. This value was taken
based on the typical efficiency of UV pass-band filters, transmission peak of 30%,
and ICCD cameras with a quantum efficiency of 30%. Simulation results of a 2-D
detonation in a 2H2-O2-12Ar at P1=20 kPa and T1=295 K were used to generate
synthetic Rayleigh scattering images.

Figure 4 illustrates the effects of the characteristics of the imaging system.
Figure 4 a) shows the base-image which has been obtained considering a camera
resolution of 32 µm which corresponds to the grid size used to perform the det-
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onation simulation. The effects of resolution is illustrated in Figure 4 b) and c).
In Figure 4 b), a resolution of 70 µm was considered. In Figure 4 c), the effect
of averaging over a number of pixels (here 10 px) to increase the signal-to-noise
ratio is illustrated. In addition, the effect of imaging system (using a point spread
function as described by Clemens [46]) was also investigated considering a mag-
nification of 4 and a lens with a focal number of 22. These three effects spread
out the region of high intensity scattering and blur the separation between high
and low intensity regions. The small length-scale features are less visible and the
intensity distribution in certain zones behind the front is modified.
The effect of the attenuation of the incident laser light as it travels through the
detonation front is illustrated in Figure 4 d). In order to observe an effect, the
Rayleigh scattering cross-sections had to be multiplied by 106. This is consistent
with our previous study on LIF modeling [29] since the absorption cross-section
of OH radical at 284 nm is on the order of one million times higher than the
Rayleigh cross-section. This indicates that unlike LIF, the Rayleigh scattering
imaging technique will enable visualizing the flow structure far from the detona-
tion front.
The effect of the spatial distribution of the laser light intensity has been accounted
for as described by Thiery et al. [47]. As seen in Figure 4 e), the Rayleigh inten-
sity appears asymmetric, similar to what has been found for the LIF images [29].
This effect could be removed by performing a spatially-distributed normalization.
While in the case of the LIF process, the intensity of the incident light is usually
not known, the Rayleigh signal is not zero ahead of the detonation front and could
be used to account for the intensity spatial distribution.
The effect of the dynamic range of the camera detector has been investigated con-
sidering a saturation level (well depth) of 20 e−/px and a dark current of 10 e−/px
for a total number of levels of 256 (8 bits). It is seen in Figure 4 f) that using a
camera with a too low dynamic range can lead to inconsistent features since some
pockets of gas with average density located away from the detonation front might
appear as dense as gas located just at the detonation front. A low dynamic range
also tends to make the small scales disappear.

Figure 5 compares the experimental image of Anderson and Dabora [12] with
the numerical Rayleigh intensity map. In order to obtain the closest agreement
between the experimental and the numerical images, a number of features of the
imaging system had to be accounted for. Anderson and Dabora used a 8 bit cam-
era with pixel size of 70x70 µm and they performed an averaging over 10 pixels
to reduce the noise of the image. As seen in Figure 5, the calculated Rayleigh
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intensity map compares well with the experimental image once the actual param-
eters of the imaging system are accounted for. A number of features observed in
the experiment are well represented such as the localized very high intensity at the
triple points and the high intensity regions located behind the front between two
diverging transverse waves. The length of the region of high intensity behind the
incident shock is over-estimated in the simulation. This can be due to the higher
dilution with Ar in the simulation than in the experiment; this makes the reaction
zone appear longer.

3.3 Rayleigh intensity profiles
A quantitative comparison between the experimental Rayleigh scattering inten-
sity profiles from Anderson and Dabora [12] and the calculated profiles has been
performed. Both steady one-dimensional detonation (ZND model) [38], with ve-
locities in the range D/DCJ=0.85-1.2, and unsteady two-dimensional simulations
have been considered for this comparison. DCJ refers to the so-called Chapman-
Jouguet velocity, i.e. the theoretical velocity of detonation wave. For the 2-D re-
sults, profiles have been taken at two locations as shown in Figure 4 a). It is seen in
Figure 6 b) that the maximum Rayleigh intensity predicted by the ZND model at
DCJ lies in between the experimental values obtained at different locations of the
detonation front. The intensity far from the detonation front is well reproduced.
The width of the Rayleigh peak appears much thinner in the ZND simulation than
in the experiments. These discrepancies between the experimental and calculated
Rayleigh profiles are essentially due to the simplified description of the detona-
tion wave structure considered in the ZND model. The experimental profiles have
been obtained at different instants of the cellular cycle and thus for different shock
velocities and shapes (curvatures). In order to account for the effect of velocity
change, the Rayleigh intensity has been calculated for several velocities around
the Chapman-Jouguet velocity as shown in Figure 6 a) for D/DCJ=0.85 and c) for
D/DCJ=1.2. Concerning the peak intensity, the calculation performed for an over-
driven ZND detonation is closer to the value measured behind the triple point
(blue line) (Figure 6 c)) whereas for the calculation made for the under-driven
case Figure 6 a), it is closer to the experimental value measured behind the flat
leading shock (red line). Nevertheless, the intensity far from the front is shifted
above the experimental value for the ZND simulation at D/DCJ=1.2. The width
of the ZND Rayleigh intensity peak is much smaller than the experimental ob-
servations independent of the velocity of the ZND detonation. The density jump
across the one-dimensional shock is not very sensitive to velocity changes within
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the range we considered. This result is consistent with Anderson and Dabora ob-
servations. In order to match their lowest experimental density jump values, they
had to consider a one-dimensional detonation propagating at half the Chapman-
jouguet velocity, D/DCJ=0.5. This value seems quite low as compared to previous
experimental [11] and numerical results [48, 49] which report a lowest detona-
tion speed of D/DCJ=0.7 within a cellular cycle. In order to match the highest
density jump values they measured, Anderson and Dabora considered the den-
sity ratio resulting from the interaction of two opposing weak transverse waves.
This indicates that the multi-dimensional structure of detonation waves has to
be accounted for to obtain meaningful comparisons with Anderson and Dabora’s
measurements. For instance, the Rayleigh intensity profiles extracted from two-
dimensional simulations obtained previously by Mével et al. [29] better match the
experimental results as seen in Figure 6 d). Note that the conditions differ between
the experiment, P1=37.4 kPa, T1=295 K, 2H2-O2-4Ar, and the simulation, P1=20
kPa, T1=295 K, 2H2-O2-12Ar. Concerning the peak intensity, the comparison is
satisfactory for the leading shock outline whereas the peak intensity at the triple
point is under-estimated by 20% by the simulation. This can be explained by the
fact that the experimental intensity was taken just after the merging of two triple
points, whereas the calculated one was taken just before collision of the two triple
points. The width of the Rayleigh peaks is well reproduced by the simulation.
On the contrary, the Rayleigh intensity away from the detonation front is over-
estimated in the numerical simulation both at the incident shock and the triple
point location.

3.4 Possible applications of Rayleigh imaging
Since the study of Anderson and Dabora has been performed, imaging systems
have been much improved, notably in terms of resolution and dynamic range. The
present approach could be used for designing a better imaging system and access
a larger range of physical and chemical length scales. This is illustrated in Fig-
ure 7 a) for which a PCO2000 CDD camera, available in our laboratory [50], was
considered for obtaining the Rayleigh intensity images. The resolution taken into
account was 7x7 µm (with averaging, the resolution is 70x70 µm), and dynamic
range of 14 bits (16384 levels of intensity). The image is much better resolved
than in Anderson and Dabora’s pioneering study and a much larger range of length
scale can be observed both at and behind the detonation front. The increased spa-
tial resolution of modern cameras might also enable direct measurement of the in-
duction zone length. The evolution of the density within the detonation front can
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be divided into three phases: (i) as the fresh mixture is shocked, a large density
jump is observed; (ii) the density remains essentially constant within the induc-
tion zone during the radical pool build-up; and (iii) the density drops sharply as
the exothermic step of the chemical process is taking place. Considering induction
lengths on the order of 500 to 1000 µm and a spatial resolution of the imaging
system (projected back to the object plane) of 30 µm, spatially resolved density
profiles containing 20 to 30 points could be obtained. Such an approach could
enable quantitative validation of detonation simulations as well as of detailed re-
action models.

The possibility of using the Rayleigh scattering imaging technique to study the
dynamics of the flow away from the detonation front is illustrated in Figure 7 b).
The Rayleigh intensity map has been calculated from previous results obtained
for a very lean H2-N2O mixture [41]. The particular feature of this image is the
presence of large zones of gas with high Rayleigh intensity far from the detonation
front. These zones correspond to isolated “islands” or “pockets” of unburnt gases
which are reacting at a much slower rate. Such features have been observed mostly
in mixtures with high activation energy but have also been reported for near-limit
detonations [11, 51]. A numerical study by Gamezo et al. [52] demonstrated that
the shape and consumption mechanism of the pockets depend on the activation en-
ergy of the mixture. For low activation energy mixtures, regular triangular-shaped
pockets are observed and undergo auto-ignition. Mixtures with high activation
feature pockets of irregular shape which are consumed through mixing with the
surrounding burnt gases. Sharpe’s [53] numerical investigation pointed out the
influence of numerical resolution on the reaction rate within the unburnt pock-
ets of gas which seems to indicate that diffusion plays an important role in their
consumption process. These pockets are very difficult to visualize. Most exper-
imental studies have been performed using the schlieren technique and, because
of the integrating nature of this method, very narrow channels [51, 54]. Nar-
row channels are known to inducing a change of the detonation wave structure
[55], by increasing the strength of the transverse waves, as well as large velocity
deficits [11]. Previous studies have shown the importance of the strength of trans-
verse shock waves in the formation and consumption of the unburnt gas pockets
downstream of the detonation front, which makes the results of narrow channel
experiments significantly different than tests in large channels. The LIF technique
is not applicable to the study of unburnt pockets because little or no fluorescence
signals originate from these regions which will appear as “dark patches” down-
stream of the detonation front [11]. Consequently, much remains unknown about
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the dynamics and role in detonation propagation mechanism of these pockets. The
specific chemical pathways, the role of convective and diffusive mixing processes,
as well as the importance of the delayed local energy release taking place within
these pockets and at interfaces, is unclear. Rayleigh scattering imaging could en-
able observing these pockets and improve our understanding of the dynamics of
unstable and near-limits detonation waves.

4 Conclusion
Quantum chemistry has been employed to determine the Rayleigh cross-section
of a large number of gaseous molecules. The database has been validated with re-
spect to a variety of experimental data available in the literature. For most species,
relative errors smaller than 10% was found. A wavelength dependent relationship
for the variation of the Rayleigh scattering cross-section with temperature has
been established based on previous experimental observations.
Rayleigh intensity profiles and synthetic images were calculated using steady 1-D
and unsteady 2-D numerical simulations of detonations, and compared to the ex-
perimental results from Anderson and Dabora. Reasonable agreement was found
for the Rayleigh peak height and width in the case of the 2-D simulations. A num-
ber of practical limits of the imaging system have to be accounted for in order to
reproduce the experimental images. The present approach, which combines re-
alistic chemistry, fluid dynamics, spectroscopy and imaging system effects, was
demonstrated to be suitable to estimate the performance of a contemporary imag-
ing system. Rayleigh scattering appears to be an appropriate technique to studying
the structure of detonation waves both close to and far behind the front, and for
providing reliable experimental data for the quantitative validation of detonation
simulations performed with detailed chemistry.
The application of the present model to detonation propagating in hydrocarbon-
based mixtures would require significantly extending the Rayleigh scattering cross-
section database due to the large number of chemical species involved in hydro-
carbons combustion. In the case of sufficiently rich mixtures, the Rayleigh signal
may be significantly perturbed due to Mie scattering by soot.
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[42] R. Mével, S. Javoy, F. Lafosse, N. Chaumeix, G. Dupré, C. E. Paillard, Pro-
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Figure 1: Comparison between Gardiner et al. [33] refractivity values and Gaus-
sian values for the two basis sets.
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a) Polarizabity for CO2, Ar and H2 [33]

b) Depolarization ratio [34]

c) Relative cross-section for H2, H2O and CH4 [33, 35]

Figure 2: Validation of the database against experimental data from the literature
[33–35].
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Figure 3: Assumed relative change of the Rayleigh scattering cross-section due to
the temperature as a function of incident light wavelength. Estimation based on
[17, 35–37].

21



a) Base image b) Resolution

c) Averaging d) Laser attenuation

e) Spatial distribution f) Dynamic range

Figure 4: Effects of the characteristics of the imaging system on the Rayleigh
scattering map of a detonation wave. Conditions: 2H2-O2-12Ar; P1=20 kPa;
T1=295 K. b) Resolution=70×70 µm; c) Averaging over 10 px; d) Laser atten-
uation: cross-section multiplied by 1×106; e) Spatial distribution: gaussian dis-
tribution as calculated from [47]; f) Dynamic range: saturation=20 e−/px, dark
current=10 e−/px, 256 levels.
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a) Experimental Rayleigh image b) Numerical Rayleigh image

Figure 5: Comparison between experimental [12] and numerical Rayleigh images
of a detonation wave propagating in H2-O2-Ar mixtures. Conditions a): 1.2H2-
O2-3.76Ar; P1=37.9 kPa; T1=ambient. Conditions b): 2H2-O2-12Ar; P1=20 kPa;
T1=295 K.
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a) D/DCJ=0.85 b) D/DCJ=1

c) D/DCJ=1.2 d) Intensity profiles from 2-D simulation

Figure 6: Comparison between experimental [12] and calculated Rayleigh inten-
sity from ZND, a) to c), and 2-D, d), simulations. Conditions for experiments and
ZND simulations: 1.2H2-O2-3.76Ar; P1=37.9 kPa; T1=ambient. Conditions for
2-D simulations: 2H2-O2-12Ar; P1=20 kPa; T1=295 K.
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a) Rayleigh image expected with a PCO2000 CDD camera

b) Numerical Rayleigh image for a very lean H2-N2O mixture

Figure 7: Examples of numerical Rayleigh images of detonation waves which
could be obtained with a modern imaging system. Conditions a): 2H2-O2-12Ar;
P1=20 kPa; T1=295 K. Conditions b): H2-14.4N2O; P1=70.9 kPa; T1=295 K.
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