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Abstract

Normal detonation reflection generates a shock wave that exhibits complicated dynamics as it propa-
gates through the incident detonation and post-detonation flow. Ideal models have historically neglected
the influence of a finite detonation thickness on the reflected shock due to its small size relative
to laboratory scales. However, one-dimensional numerical simulations show that the reflected shock
accelerates to a large shock speed not predicted by ideal theory as it propagates through the inci-
dent detonation. Analysis with a derived shock-change equation identifies the principal role of the
highly nonuniform upstream flow on producing the large shock acceleration. Simulations of detonation
reflection show how a finite detonation thickness affects the entire trajectory of the reflected shock.
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1 Introduction

The propagation of gaseous detonation waves down
pipes is a common feature of laboratory detonation
physics experiments and possible industrial accident
scenarios. In nearly all cases, the detonation reaches
the end of a pipe and impacts a high-impedance
wall, where it reflects a shock wave that propa-
gates backwards through the incident detonation and
post-detonation flow. Normal detonation reflection is
a fundamental example of both detonation-structure
interactions and shock propagation through heteroge-
neous media. Despite the elementary nature of the
problem and its ubiquitous occurrence in most detona-
tion tube experiments, prior research has been sparse,
and basic questions relating to the reflected shock’s
evolution remain unanswered.

Nearly all analytical modeling of the problem
has focused on an idealization that the detonation

itself is small relative to the length of the pipe, and
so the reflected shock wave can be treated as if it
originated immediately from reflection of the equi-
librium, Chapman-Jouguet (CJ) state. From this for-
mulation several solutions have been obtained since
it considers shock reflection directly into the known
Taylor-Zel’dovich (TZ) wave. Despite this, all models
are inexact and make assumptions about the post-
reflected-shock flow. Stanyukovich [1] first solved the
problem by using the acoustic approximation for the
reflected shock and assuming that the post-shock ther-
modynamic state was uniform. Shepherd et al. [2]
performed numerical simulations of the fully non-
linear equations and also observed uniformity in the
post-reflected-shock thermodynamic state, corrobo-
rating Stanyukovich’s assumption. This observation
was used by Karnesky et al. [3] to develop a quasi-
empirical approach, where a pressure trace from the
detonation-reflecting pipe end wall was utilized with



the assumption that the post-reflected-shock pressure
was uniform. Strachan et al. [4] formulated a theory
for shock propagation through a generally heteroge-
neous upstream flow by extending methods developed
by Chisnell [5], which neglect influences behind the
shock. Strachan et al. evaluated their theory using
the idealized problem of detonation reflection and
compared their model to experimental results. Schoef-
fler and Shepherd [6] instead assumed that the post-
reflected-shock velocity gradient was uniform, which
enabled a more generally applicable model using inte-
gration of an otherwise-exact shock-change equation.
All of these models produce similar results since they
use identical assumptions for the upstream flow and
reflection from the CJ state.

Experiments have mostly been performed to inves-
tigate the structural dynamic loading induced by det-
onation reflection [2, 3, 7, 8]; they consequently
identified that some aspects of the observed reflected
shock conflict with what is predicted by ideal model-
ing. Inconsistencies were found in the post-reflected-
shock pressure by Karnesky et al. [3, 9]. Bifurcation
of the reflected shock was investigated as a possi-
ble explanation but was not observed in experiments
[10, 11]. Damazo and Shepherd [12, 13] performed
highly-resolved near-wall measurements of normal
detonation reflection and found that the reflected
shock speed was initially much larger than expected.
It was proposed that upon reflecting into the inci-
dent detonation’s induction zone, the twice-shocked
reactants explode, driving a blast wave into the flow
ahead, which results in the measurements of elevated
shock speed near the wall [13]. The authors used
a ’square-wave” detonation model to demonstrate
aspects of these dynamics, however further research
was warranted to clarify the evolution of the near-
wall reflected shock. The observation of anomalous
reflected shock speeds illustrated that the ideal detona-
tion assumed by modelers neglects important features
of the underlying physics.

The purpose of the present work is to investi-
gate the shock dynamics from normal reflection of
finite thickness detonations by the analysis of numeri-
cal simulations. One-dimensional simulations of both
supported and unsupported detonations are performed,
where only in the latter case does the TZ form, and
so its effects can be isolated. A one-gamma, one-step
detonation model with reduced activation energy is
used to simplify exact analysis of simulation results
with methods that describe shock propagation through
nonuniform flows. The theory is an extension to the

shock-change equations, used previously to model
ideal detonation reflection [6]. The derived equation
describes shock acceleration caused by the equation’s
forcing, or source terms, which correspond to the net
effects of flow gradients ahead of and behind the
shock wave. The application of these methods to ana-
lyze simulation data enables clear conclusions to be
drawn and explain the observed reflected shock accel-
eration. Results show that the reflected shock exhibits
large near-wall acceleration, overshooting the speed
predicted by reflecting the CJ state. The large shock
acceleration is shown to be caused by shock prop-
agation through the highly nonuniform flow in the
incident detonation. The subsequent evolution of the
shock depends on the detonation thickness relative
to the pipe length. Simulations of unsupported det-
onations with varied pipe lengths illustrate how the
finite detonation thickness affects the reflected shock’s
entire trajectory compared to predictions by simpli-
fied modeling. It is shown that for sufficiently short
pipes, there is a transition in the type of reflected
shock behavior, where the shock velocity increases
monotonically until reaching the end of the TZ wave.
Factors underlying all of the above reflected shock
dynamics are discussed using the derived shock-
change methods.

The structure of this article is as follows. In
section 2, the problem of detonation reflection and
the assumptions inherent in the methods used here are
described. Numerical simulation methods and results
are given in section 3. Methods to describe shock
propagation through heterogeneous media are first
derived in section 4.1 and then applied to the simula-
tion results in section 4.2. Results from this study are
further discussed in section 5.

2 Problem Formulation

Normal detonation reflection produces a shock that
propagates through the incident detonation, hence
treatment of the problem requires first a formulation
of the incident detonation. Detonations are coupled
combustion and shock waves that have been well
established to be intrinsically multidimensional [14,
15] with significant influence from turbulence [16].
This is in contrast to normal shock waves that are
exactly treated by one-dimensional and inviscid mod-
els. Even in one dimension, the coupling between
chemical reaction and the shock front is well known
to be highly unstable [17], resulting in an oscillating
detonation speed, which leads to the cellular structure



observed in multidimensional detonations [18]. High
levels of instability in the detonation front enables
compressible turbulence to accelerate reactant burn-
ing and energy release [19]. The detonation front
nonetheless exhibits periodicity such that a transverse
or span-wise average describes mean quantities of a
one-dimensional detonation like its speed and reaction
zone structure. These mean structures may be treated
using the highly-successful lower-dimensional and
inviscid theories, however they are not equivalent. The
models are only approximate but effective and useful
for describing a transverse-mean detonation structure.
Furthermore, although the one-dimensional detona-
tion can be unstable, only a quasi-steady structure is
considered important here.

The well-known classical theories describe the
detonation speed, equilibrium thermodynamic state,
reaction zone structure, and downstream flow.
Chapman-Jouguet (CJ) theory predicts the detona-
tion speed where chemical equilibrium coincides with
a sonic point, terminating the detonation. The sonic
point isolates the shock-driven combustion in the deto-
nation, described by the Zel’dovich-Neumann-Doring
(ZND) equations, from the downstream fluid dynam-
ics. A zero-velocity downstream boundary condition,
as is typical in pipes, requires an unsteady expan-
sion, i.e., the TZ wave forms to bring the high-velocity
combustion products to a halt. A piston boundary
condition can instead match the combustion product
velocity, so that no expansion wave forms. These two
cases describe an unsupported and supported detona-
tion, respectively.

In addition to only using one-dimensional anal-
ysis, a highly-simplified one-gamma one-step deto-
nation model with reduced activation energy is used
throughout this article. The reduced activation energy
stabilizes the detonation [20], and the one-gamma
one-step model enables straightforward analysis with
theory, however as a consequence important charac-
teristics of real chemical reaction mechanisms are
lost. Because of the reduced activation energy, there
is no considerable induction zone, and coupling
between the post-reflected-shock thermodynamic state
and reaction rate is weak. Damazo and Shepherd
[13] discussed the possibility that prompt explosion
of twice-shocked reactants behind the initially-frozen
reflected shock may drive a substantially faster over-
driven detonation in the incident detonation’s induc-
tion zone. This possibility cannot be investigated using
the present detonation model with reduced activa-
tion energy. Post-reflected-shock chemical reaction,

subsequent energy release, and its effect to acceler-
ate the reflected shock are considered here, however
the results are particular to the single-step model and
cannot be used to generalize for all cases of normal
detonation reflection. Analysis of the general problem
of detonation initiation in the incident detonation’s
induction zone and the ensuing dynamics remains for
future research.

The incident detonation shock reflects and prop-
agates first through the detonation’s reaction zone
structure, followed by the post-detonation flow. Prop-
agation of the reflected shock wave through the unsup-
ported detonation is diagrammed in Fig. 1, where
after traversing the detonation itself the shock trans-
mits into the TZ wave. The TZ wave is a self-similar
centered expansion that scales with the distance the
detonation has traveled. The one-dimensional solu-
tion for the TZ wave is well known [21]. Upon the
detonation’s collision with the wall, the TZ wave
extends the entire length of the pipe. Hence, there are
two essential length scales describing reflection of an
unsupported detonation: a length scale describing the
detonation thickness, A, and the length of the pipe,
L. If the detonation thickness is much smaller than
the pipe length such that A/L — 0, then all gra-
dients at the detonation sonic point go to zero, and
the detonation becomes supported. This shows that
the supported detonation is a particular case or the
limit of an unsupported detonation. Likewise, in the
same limit, the influence of the detonation structure
on the propagation of the reflected shock through the
TZ wave is negligible, and the reflected shock can
be approximated to have originated from reflection of
the CJ state. This suggests that, in the limit of large
pipe length, the reflected shock trajectory might be
formulated as a boundary layer problem, where the
outer problem describes the reflected shock propa-
gation through the TZ wave, and the inner problem
describes the shock’s propagation through the det-
onation reaction zone. The outer problem has been
modeled historically, as described above, where the
convenient idealized detonation was used. Here we
examine the inner problem, reflection of the sup-
ported detonation, and how the length scales in the
unsupported detonation reflection affect the reflected
shock’s evolution.

An important consequence of the one-step deto-
nation model is that the detonation is described only
by a single length scale. Typically, with more detailed
reaction mechanisms the ZND model exhibits two
principle length scales: one describing the induction
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Fig. 1 Diagram of one-dimensional detonation reflection in a pipe
of length, L. The detonation, traveling at the Chapman-Jouguet (CJ)
speed, Uy, impacts the wall on the right, reflecting a shock wave
that travels to the left. The reflected shock traverses the detonation
itself followed by the Taylor-Zel’dovich (TZ) wave until it reaches
the uniform zero-velocity plateau state behind the TZ wave

length, and a second describing the exothermic energy
release length [15]. The single length scale in the
present analysis allows the detonation thickness to be
scaled unambiguously.

With a one-gamma detonation model, the perfect
gas Rankine-Hugoniot equations can be solved to find
useful preliminary results describing the relative shock
speeds reflected by the von Neumann (vN) and CJ
states. Upon impact with the wall, the initial speed
of the reflected shock is such that the incident gas
at the vN point is brought to rest by the reflected
shock to match the zero-velocity boundary condition.
If A/L ~ 0, then after sufficient time for the shock to
propagate into the equilibrium asymptote and for non-
steady effects to vanish, the shock speed approaches a
limit where the CJ state is brought to rest. The magni-
tude of these two shock speeds can be obtained exactly
for the one-gamma detonation. The vN reflected shock
speed, Us vy, 1s given by
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and the CJ reflected shock speed, Uy cj, is given by
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where Ucy and Mcy are the CJ speed and Mach
number, respectively. These are shock speeds in the
laboratory-fixed frame, and -y is the ratio of specific
heat capacities.

The ratio of these two reflected shock speeds is
plotted for 1 < « < 5/3 and select CJ Mach num-
bers in Fig. 2. The ratio illustrates that for a gas the
shock speed ratio is always less than unity, i.e. the vN
reflected shock is always slower than the CJ reflected
shock. Since the reflected shock always originates
from the vN point, the reflected shock must acceler-
ate in order to reach the asymptotic CJ reflected shock
speed.
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Fig. 2 Ratio of vN and CJ reflected shock speeds for a one-gamma
detonation

The ratio of vN and CJ reflected shock speeds is
also plotted for the strong detonation approximation in
Fig. 2, where the ratio is given by
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For the one-gamma detonation model used in this
article with v = 1.2 and M¢y = 7, the vN and CJ
reflected shock speeds are, respectively,

UerN .90

el )
Us,ci

=%~ 0.41.

Ucy

3 Numerical Simulations

3.1 Methods

Direct simulation of the one-dimensional reactive
Euler equations was performed using the finite-
volume CFD toolbox, OpenFOAM-9 [22], with the
additional library blastFoam-5 [23].

A one-gamma, one-step detonation model was
used for all simulations. An Arrhenius rate law was
used for the single first-order irreversible reaction.
The reaction equation, rate constant, and enthalpy are
given by

R— P
K(T) = Aexp(~T,/T) ©
hR = CPT
hp=cpT - Q,

where R and P are reactant and product species,
respectively, hr and hp are their respective
enthalpies, cp is the specific heat capacity at con-
stant pressure, T, is the activation temperature, A
is the pre-exponential factor, and () is the energy
release. The energy release was specified in the one-
gamma detonation through the CJ Mach number with
Mcy = 7 [24]. The gamma or ratio of specific heats
chosen was 7 = 1.2. Although these values for the CJ
Mach number and gamma are typical, the parameters
are chosen for convenience and not to replicate the
properties for a particular mixture.

In order to simulate stable unsupported detona-
tions, a reduced activation energy, T,/T\n = 3, was
used, where Ty is the temperature at the von Neu-
mann point. The reduced activation energy substan-
tially decouples the reaction rate from the post-shock
thermodynamics, which eliminates instabilities [20] at
a cost of limiting the generality of results, as discussed
in section 2.

The rate law pre-exponential constant was used to
scale the ZND reaction zone size, which was taken
to be the half-reaction-zone thickness, A; /25 which
is the width of the ZND reaction zone where the

reaction progress variable equals one half. The ZND
reaction zone structure for this one-gamma, one-step
detonation model is shown in Fig. 3.
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Fig. 3 ZND reaction zone structure for one-gamma, one-step deto-
nation model withy = 1.2, Mcy = 7, Ta /Tyn = 3, and scaled by
half-reaction-zone width, A /5. Quantities shown are (a) pressure,
(b) temperature, (c) thermicity, and (d) reaction progress variable,
with all appropriately nondimensionalized by the CJ state

The one-step reaction mechanism was constructed
and implemented first in Cantera [25] using the tech-
niques described by Kao [26]. Thermodynamics are
computed in both Cantera and OpenFOAM using
NASA-7 polynomials [27]. The single irreversible
reaction was translated to OpenFOAM'’s native units
using the appropriate conversion factors. The ZND
equations were solved using the routines in the Shock
and Detonation Toolbox [28]. The temperature, pres-
sure, lab-frame velocity, and reaction progress vari-
able corresponding to the ZND solution were used to
prescribe the initial condition for all simulations in
OpenFOAM. The relevant initial condition and bound-
ary conditions for the supported and unsupported
detonation simulations are discussed in greater detail
below.

For all simulations, a rightward propagating deto-
nation is considered such that the detonation impacts
the right domain wall and reflects a shock wave to
the left. However, simulation results are flipped to
describe rightward reflected shock propagation with
positive lab-frame shock speeds.

For unsupported detonation simulations, results
for the reflected shock trajectory are compared with



those given by the idealized model with an infinites-
imal detonation thickness. The specific model used
is the one described by Schoeffler and Shepherd [6],
where a shock-change equation is integrated assum-
ing that the post-reflected-shock velocity gradient is
uniform.

Simulation data were post-processed to compute
the reflected shock position, velocity, and relevant
pre-shock and post-shock quantities. An algorithm
was implemented to consistently extract these quan-
tities by fitting the upstream and downstream flows
bounding the shock. The finite volume solver gener-
ates shocks that are approximately five cells thick. At
each saved time step, the maximum derivative of the
pressure data was used to initially locate the shock
wave. Using the pressure data, the shock wave, the
immediate upstream flow, and the immediate down-
stream flow were each fitted to lines. Twenty grid
points were used to fit the upstream and downstream
flows, respectively, except when the shock was near
the wall, where the known shock thickness was used
to approximate the upstream and downstream coor-
dinates. Using additional grid points in fitting the
upstream and downstream flows introduces nonunifor-
mity in fit residuals resulting from nonuniform flow
gradients, which would require higher-order poly-
nomials to properly fit. Since only the immediate
upstream and downstream states were of interest,
the linear fit to twenty grid points was found to be
adequate for evaluating these states and the veloc-
ity gradient. The two intersection points between the
shock-fitted line and the upstream and downstream
lines were used as coordinates for the pre-shock and
post-shock states, respectively. The position of the
shock was taken to be the average of these two points.
All other pre-shock and post-shock quantities were
then computed by interpolating simulation data at
these coordinates. An example of the results of this
post-processing algorithm is shown in Fig. 4.

The shock velocity was computed by numeri-
cally differentiating the position data. The post-shock
velocity gradient was extracted from the slope of the
line fitted to the downstream flow velocity. The time-
derivative of pre-shock quantities was also computed
by numerical differentiation.

All results presented below are nondimensional
using the following normalizations for pressure, P,
temperature, 7', density, p, velocity, u, time, ¢, and
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Fig. 4 Diagram of numerical shock features captured by post-
processing algorithm. Pressure is plotted, normalized by the CJ
pressure, against the spatial coordinate, normalized by the half-
reaction-zone width, Ay /o
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where the tilde identifies dimensional variables, the
subscript CJ refers to the CJ state, and the reference
time scale is

tret = —= . (8)

Note that the velocity normalization uses the CJ speed,
Ucj, and not the gas velocity at the CJ state.

3.2 Simulation of Supported Detonation
Reflection

3.2.1 Simulation Details

Reflection of a supported detonation was simulated
by initializing the ZND reaction zone structure with
shock front coincident with end wall. The right
domain boundary is chosen to be the reflecting wall
with a zero-velocity boundary condition. The equi-
librium asymptote of the ZND model, i.e., the CJ
state, is extended to a sufficient domain length for the
reflected shock to propagate. The domain length cho-
sen was L = 80. The prescribed initial condition for
the simulation is shown in Fig. 5.

Zero-gradient boundary conditions are used for all
other quantities, including the left domain wall veloc-
ity. The grid resolution was 300 cells per Az = 1 (i.e.,
300 cells per Aj /), and time steps are saved every
At = 0.077.
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Fig. 5 Initial conditions for simulation of supported detonation
reflection. The von Neumann point is located at the right wall

3.2.2 Simulation Results

Near-wall evolution of the pressure and lab-frame
velocity are plotted in Fig. 6. Fig. 6(a) shows a rapid
decrease in post-shock pressure as the left-running
shock wave accelerates away from the wall. Fig. 6(b)
shows that the velocity of the post-shock flow is nega-
tive with an approximately constant gradient between
the post-shock state to the zero-velocity boundary
condition.
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Fig. 6 Near-wall evolution of pressure and lab-frame velocity from
reflected shock wave propagation. The wall is at x = 80. The time
difference between each plot is At = 0.34

The velocity of the reflected shock wave is plotted
over time in Fig. 7. The velocity is initially equal to
the shock speed reflected by the von Neumann point,
which is Us yn = 0.20. As the reflected shock prop-
agates away from the wall, it rapidly accelerates and
overshoots the CJ reflection limit, Uy ¢ = 0.41. The
shock speed reaches a maximum velocity of U; =
0.67 at time t = 3.96 and position Xy = 2.23. The
shock speed subsequently decays over a substantially
longer time, first reaching the CJ reflection asymptote
at time ¢ = 77.6 and position X = 37.5. The shock
decays slightly below the CJ reflection asymptote to
a minimum of U; = 0.40 at time ¢ = 116.5, before
accelerating again toward the asymptote.
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Fig. 7 Lab-frame reflected shock speed from supported detonation
reflection

Although the shock wave achieves a large peak in
lab-frame velocity, the shock Mach number, plotted in
Fig. 8, is at a maximum initially and then decays to
the CJ reflection limit. The initial decay of the shock
Mach number is very rapid and then subsequently
slower. The shock Mach number first decays below the
CJ reflection limit, before slowly increasing toward
the limit.

The effect of the shock acceleration is to displace
the space-time trajectory of the shock relative to the
straight-line trajectory of a shock traveling at the CJ
reflection speed, as shown in Fig. 9. The magnitude of
this displacement, dx, is given by integrating the dif-
ference between the reflected shock velocity and the
ClJ reflection limiting value, i.e.,

123
or = / Us(t) — Us,cy dt )
0

where ¢ is the end of the simulation. Integrating the
simulation data yields dz = 5.55. The significance of
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Fig. 8 Shock Mach number of reflected shock from supported det-
onation reflection

this displacement is that it manifests as a kinked space-
time diagram when time-of-arrival measurements are
used in experiments to examine the shock’s trajectory,
as illustrated by Damazo and Shepherd [13].
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Fig. 9 Space-time diagram for reflected shock from supported det-
onation simulation compared with constant shock speed from CJ
reflection

The pressure-transient at the end wall is plotted in
Fig. 10. The pressure is initially very large, although
the simulation does not quite resolve the vN reflec-
tion pressure. Similar to the shock speed and Mach
number, the pressure decays slightly below the CJ
reflection limit, before increasing toward it. The pres-
sure first intersects the CJ reflection limit at time ¢t =
16.4. Because of the finite detonation thickness there
is an excess impulse exerted on the pipe end wall,
which can be found from the integral,

I, b
- :/ Pyanl(t) — Pocy dt = 26.8,  (10)
0
I PoyA
Ze _9p8lT2 (11)

where I, is the excess impulse, A is the end wall area,
Pyan is the pressure at the end wall, and P, ¢ is the CJ
reflection pressure. The dimensional impulse is also
given in (11) to make the scaling explicit. The vast
majority of this excess impulse is exerted during the
initial decay from the peak pressure, i.e., over time
t = 16.4. This impulse increment is in addition to the
impulse exerted by CJ reflection, and, in general, the
impulse exerted by detonation reflection continues to
increase monotonically with time [29].

®
20 —— simulation
® VN reflection
151 === (] reflection
a
10 A
5 -
0 50 100 150

t

Fig. 10 End-wall pressure over time following supported detona-
tion reflection

3.3 Simulation of Unsupported
Detonation Reflection

3.3.1 Simulation Details

An unsupported detonation was simulated by initial-
izing a width of the ZND model for a rightward
propagating detonation at the left domain wall, so that
upon simulating the wave’s evolution a zero-velocity
boundary condition at the left domain wall gener-
ates the TZ wave as the detonation propagates. The
width of the ZND model chosen was 5A; /5. An ini-
tial kink in the propagating detonation between the
reaction zone and TZ wave smooths as the detona-
tion propagates. The evolution of this initial condition
is illustrated in Fig. 11. Zero-gradient boundary con-
ditions are used for all other quantities. The grid
resolution was 200 cells per Az = 1 (i.e., 200 cells per
A1 /3), and time steps are sampled every At = 0.154.

The unsupported detonation exhibits two length
scales: a length scale for the detonation thickness, here
Ay/3, and the domain length scale, L. Unsupported
detonation reflection was simulated for four domain
lengths, L = 50, 100, 200, and 500. All simulations
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Fig. 11 Velocity initial condition and its evolution for unsupported
detonation. At = 7.67 between curves

begin with the same initial condition, such that by
extending the length of the domain the same detona-
tion is allowed to propagate further. Fig. 12 shows the
detonation pressure data just before the wave reaches
the domain end wall for the four simulation cases.
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Fig. 12 Pressure data of unsupported detonation before impacting
right domain wall for four domain lengths

3.3.2 Simulation Results

Because there are two intrinsic length scales in this
problem, the simulation results are plotted using
both scales. Scaling by the reaction zone thickness
describes reflection of a given detonation in multiple
pipe lengths. Scaling by the domain length illustrates
how a varied detonation thickness produces different

reflected shock dynamics in a fixed length detona-
tion tube. When scaling by the domain length, the
coordinates in space and time are divided by the
nondimensional domain length, for example, time is
given by
t_Wolys (12)
L Ay L
Results are only compared with the ideal model when
using the domain length scale, since the ideal model
only exists for an infinitesimal detonation thickness.

The reflected shock velocity is plotted over time
for the four domain lengths in Fig. 13. For all cases,
the shock velocity is initially equal to the velocity
of the shock reflected by the von Neumann point.
Fig. 13(a) shows that all reflected shocks exhibit a
period of rapid acceleration near the wall, which is
indistinguishable between the cases up until some
point in time. The subsequent dynamics vary distinctly
between the different simulated domain lengths. At
a later point in time, the shock trajectories for all
cases feature a local velocity maximum. This peak
corresponds to the reflected shock’s arrival in the zero-
velocity plateau state that exists behind the TZ wave.
In this region, all shocks begin to decay, hence the
maxima in shock velocity. The reflected shock behav-
ior between these two points, the early point where
trajectories first diverge and the later point where all
shocks reach the end of the TZ wave, is substantially
different. For the shorter domain length cases, L = 50
and 100, the reflected shock velocity increases mono-
tonically until reaching the end of the TZ wave. For
the longer domain length cases, L = 200 and 500,
the reflected shock velocity exhibits both a local max-
imum and minimum before the shock proceeds to
accelerate through the TZ wave.

The shock velocity trajectories are shown in Fig.
13(b) with time scaled by the domain length. As the
detonation thickness shrinks relative to a fixed domain
length, the shock velocity begins to approach the
ideal model with the exception of an early overshoot
resulting from the finite detonation thickness.

A consequence of these dynamics is that as
the domain length decreases, the maximum velocity
achieved by the reflected shock increases. The maxi-
mum shock velocity, which coincides with the shock’s
arrival at the end of the TZ wave, is plotted in Fig. 14
for each domain length.

The space-time trajectories for the four simulation
cases are plotted with the ideal model in Fig. 15. The
trajectories are only shown up until the shock reaches
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Fig. 13 Lab-frame reflected shock velocity from unsupported det-
onation for varied domain length plotted against time, scaled by
reaction zone thickness in (a) and scaled by domain length in (b)
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Fig. 14 Maximum reflected shock velocity from unsupported deto-
nation reflection

the end of the TZ wave. Again, as the detonation thick-
ness shrinks the shock trajectory approaches the ideal
model.

Pressure at the detonation-reflecting end wall is
plotted over time for both scales in Fig. 16. Again,

0.4 1
0.3 A
= L=50
= 0.21 L =100
—— L =200
0.17 —— L=500
— ideal model
0.0 A
0.0 0.1 0.2 0.3 0.4

Xs/L

Fig. 15 Space-time trajectories of reflected shock from unsup-
ported detonation for four domain lengths. All trajectories are
terminated where the reflected shock arrives at the end of the TZ
wave

the simulation results do not quite capture the ini-
tial vN reflection pressure. In all cases, the pressure
decays monotonically. Fig. 16(a) shows that, as the
reflected shock propagates through the reaction zone,
the pressure decay is nearly indistinguishable between
the different cases, and the subsequent decay as the
shock propagates through the TZ wave scales with
the length of the domain. Fig. 16(b) illustrates how a
thicker detonation for a given detonation tube length
increases the duration of the pressure pulse at the
end wall. The excess impulse exerted against the end
wall resulting from the finite detonation thickness is
approximately equivalent to the result from simulation
of the supported detonation.

4 Shock-Change Analysis

Analysis of the numerical simulation results requires
methods that describe shock propagation through
nonuniform upstream media. Shock propagation the-
ories have been developed by numerous authors
over many decades. A common technique is to con-
sider the transport of shock-jump quantities, enabling
a combination of the Euler equations with the
Rankine-Hugoniot equations. The formalism, some-
times referred to as singular surface theory [30, 31],
enables derivation of equations referred to by sev-
eral names including shock-propagation and shock-
amplitude equations, however, in detonation physics,
they are most often known as the shock-change
equations, as presented by Fickett and Davis [14].
There have been many contributions to the methods,
some include those by Chen and Gurtin [32], Bowen
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Fig. 16 End-wall pressure plotted over time following unsupported
detonation reflection

and Chen [33], Nunziato and Kennedy [34, 35], and
most recently by Radulescu [36, 37].

Shock propagation into nonuniform media has
also been examined by several authors, however
shock-change methods have typically only been used
for uniform upstream flows. A notable exception is the
work by Nunziato and Walsh [38—40]. Other methods
were developed by Chisnell [5], and later generalized
by Strachan et al. [4], to describe shock accelera-
tion from upstream gradients by neglecting nonsteady
influences behind the shock wave. The propagation
of two-dimensional wave fronts through regions of
nonuniformity has been treated with extensions to
Whitham’s theory [41], for example by Collins and
Chen [42] and Catherasoo and Sturtevant [43, 44].

Methods using shock-change equations are dis-
tinct because they provide an exact description of how
shock propagation is affected by upstream and down-
stream flow gradients. However, the gradients must
be known a priori in order to make predictions of
shock trajectories. To use the equations to compute
shock evolution additional models are required and,
although inexact, can yield highly accurate results
[6, 37]. Methods have been developed to make higher-
order approximations, as described by Best [45] and
Sharma and Radha [30].

A powerful application of the shock-change
equations is instead to use them to analyze simula-
tion or experiment data, and this is the strategy we are
taking here. The appropriate shock-change equation
describing shock propagation through a nonuniform
flow is first derived generally and then specified for a
one-gamma perfect gas. The result is an ordinary dif-
ferential equation for the shock velocity, which makes
explicit how shock acceleration originates from forc-
ing terms in the equation that describe the influence
of flow gradients both ahead of and behind the shock
wave.

4.1 Derivation of Shock-Change Equation

The equations of motion for a chemically reacting
flow in one dimension, neglecting diffusion of mass,
momentum, and heat, are

% = —P% (13)
%‘ _ %% (15)
?3}: = %Wiwi (i=1,...,N)  (16)

where species ¢ has mass fraction Y;, molecular weight
W;, and net production rate w;. An equation of state
of the form h = h(P, p, Y) can be expanded as

dh(ah> dp+<ah) dP
) py oP) v

N
oh
+ — dYy , (17
; <8Yk>P,P’Yi¢k * a

k=1

where Y is a vector containing the N species mass
fractions.

Expressing the total differentials in (17) as mate-
rial derivatives and combining with (15) gives

L_(on) \DP_(on) Dy
P oP oY Dt \09p py Dt

N
oh DY;
+ kz::l <8Yk> S (18

p,PYixk
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After further manipulation, the following result is

obtained
DP

Dt af By Dt
where as is the frozen sound speed [46],

(%)
2 dp PY

+pafa (19)

=— 20
ag 1 B (8h> ’ ( )
P oP oY
and ¢ is the thermicity,
N

oh DY;
so_P 3 ( ) —k 1)

Ccp b1 aYk P,RY#I@ Dt

B is the coefficient of thermal expansion, and cp is the
specific heat capacity at constant pressure.

The result (19) is well known and sometimes
referred to as the adiabatic-change equation [14]. It
can be used to eliminate the material derivative of
density from the continuity equation (13),

% = _pag% + pais, (22)
resulting in a system of two equations with the
momentum equation (14).

Fluid elements travel with velocity u relative
to a consistent reference frame, often termed the
laboratory-fixed frame. The time variation of flow
quantities, such as pressure, density, and velocity,
along particle paths is described by the material
derivative. Similarly, the time variation of flow quan-
tities along the path of a shock wave can be computed
with the corresponding total derivative. An arbitrary
field quantity, ¢ = ¢(z,t), evaluated along the path
of a shock wave is given by ¢ = ¢(Xs(t),t), where
X, (t) is the position of the shock wave. Then, the time
variation of ¢ along the path of the shock is

dg|  0q

dt|, ot

dX; 0q aq dq
it or ot Vo B

where Us is the lab-frame shock velocity. The time
derivative of a quantity along the path of the shock
will be subsequently referred to as the quantity’s shock
derivative.

The material derivative can be written in terms of
the shock derivative with

Dg dg

EZES_F(U_Ub)

9q
— 24
oz (24
which can be used to transform (14) and (22). This
change of variables gives

du ou 190P

A RGO et @5)
ap P L0u .

E . + (U - Ua)% —pag 87213 + pago . (26)

Equations (25) and (26) can be combined to either
eliminate the pressure-gradient term or the velocity-
gradient term to arrive at a shock-change equation.
Here we consider only the velocity gradient and elim-
inate the pressure gradient, and the corresponding
shock-change equation is

dPs

dt

dus
dt

+ powas——
S

) 27)
2

9 . ou
= paa o—n—
P205 2 n or
where the 7 is the sonic parameter,

n=1- Pt (28)
£,2

and wy = Ug — us is the flow velocity in the shock-
fixed frame. The subscript 2 was also introduced to
indicate that the variables are post-shock quantities,
whereas a subscript 1 refers to a pre-shock or upstream
quantity. The subscripts make explicit the relationship
between the shock-change equations and the shock-
jump equations, which describe how state 1 quantities
are related to state 2 quantities. The relevant Rankine-
Hugoniot or shock-jump relations can be expressed as

PQZPQ(US,Ul,Pl,pl,Y]_) (29)
ug = us(Us, u1, P1,p1, Y1), (30)

i.e., the post-shock pressure and velocity are functions
of the shock speed, the upstream flow velocity, and the
upstream thermodynamic state. The thermodynamic
state is here defined by the set of independent variables
{P, p, Y}, however any equivalent set can be used.
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The shock derivatives in (27) can be evaluated by
differentiating the shock-jump relations, (29) and (30).
By applying the chain rule, the shock derivatives of
post-shock pressure and velocity are given in terms
of the shock acceleration and the shock derivatives of
upstream quantities.

If the upstream flow is nonuniform, then generally
each term in (29) and (30) can be an independent func-
tion of time, and so the chain rule must be applied to
each term. The expansion of (29) is

dPy| 0P dUs
dt |; OUs|,, p p v, dt
or, duy
aul Us,P1,p1,Y1 dt s
o, an
3P1 Usur,p1,Y1 dt < (31)
or, dpy
RISV L

dYi i

dt

Us,u1,p1,P1,Y1 ik s

0P,
— Y1

where the subscripted terms keep track of those that
are held constant during the partial differentiation.
The upstream flow velocity in the shock-fixed frame
is w; = Us — uy and can be used to simplify the
partial-derivative terms, which gives

ap,
dt

_on
s B 811)1
_op,
8’[1)1
0P,
+(97P1
0P,
+—=
dp1

dUs
v, 4

Py,p1
du1

P1,p1,Y1 dt s
dP;
Wl 6
dp1
wi,P1,Y1 de s
dYi
dt

wi,p1,Y1

w1p1,P1,Y1 12k s

Each partial-derivative coefficient in (32) is a par-
tial derivative of the instantaneous shock Hugoniot,
i.e., each coefficient is only a function of the instan-
taneous shock velocity and upstream state. With the
specification of an equation of state, each partial-
derivative coefficient can be calculated by suitably
differentiating the Rankine-Hugoniot relations.

The chain-rule expansion for the shock derivative
of the lab-frame velocity (30) is

dUs

P1,p1,Y1 dt s

duy
Py,p1,Y1 dt s
dP;
@l ey

dp1
wi,P1,Y1 dt S

dYi i
dt

_Ows
s (9’(1)1
0wy
8w1
_Ows
oP;

_Owp
dp1

duz
dt

_dU,
Todt

s

w1,p1,Y1

= Mk

where, again, each partial-derivative coefficient exists
on the instantaneous shock Hugoniot and can be eval-
uated by differentiating the Rankine-Hugoniot rela-
tions.

The shock-derivative expansions, (32) and (33),
can be substituted into (27). By grouping terms the
desired result is obtained,

LA (08 (10

w1,p1,P1,Y1 ik S

agy dt piag; \ Owy Owy
2
p205 o [ ou D)
=22 (songe )= 2 aw
p1G; 4 oz |, pP1af 4

where a partial normalization by pja?, was also
introduced. ¥ contains all terms associated with the
upstream flow variation, which were extracted from
the shock-derivative expansions, and can be concisely
written as

=y (22,0 da
o 8&1 ptiz 8041 dt s

U={u, Pr,p1,Y1}. (35)

)

All partial derivatives are computed for constant shock
speed, Uy, hence, for a; = w1, the corresponding term
becomes

_ (8P2 8’[1)2) dU1 (36)

Oown — P22 ow, ) dt

)
S

which recovers the form expressed in (33). Note that
the subscripted terms have now been dropped from the
partial derivatives to prevent cluttering the equations.
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The first term on the left-hand side of (34),
dUs/dt, is the shock wave acceleration. It is multiplied
by a nondimensional coefficient we term here as H,

P (ap2+p2w2 (1—8“’2» . (37
prag1 \ Owy Ow,

Each term in this coefficient is given by the shock
jump relations and the instantaneous upstream state.

On the right-hand side of (34) are source terms or
forcing terms, which describe how the shock wave’s
acceleration originates from external flow gradients. If
the forcing terms are zero, then the shock acceleration
is zero, and the shock speed is constant.

4.1.1 Forcing Terms

The forcing terms can be grouped into those asso-
ciated with the flow upstream of or ahead of the
shock wave, F}, and those associated with the flow
downstream of or behind the shock wave, F5. The con-
tributions from the upstream and downstream flows
can be separated because they occur on different sides
of the shock-jump discontinuity. Using this nomencla-
ture, the shock-change equation (34) can be written

as
H dU

=F F: 38
ar df 1+ Fa (38)
where
by
F=——"p (39)
pP10; 1
2
p2a . ou
Fy= £2<0n8) (40)
P1a; 1 Tl

Chemical reactions require a finite time to occur,
hence their total contribution to shock acceleration
cannot be computed from the instantaneous post-
shock thermicity. Although chemical reactions cannot
be easily separated from other post-shock flows, the
net effect on the shock wave is captured by the down-
stream forcing term, Fb.

The upstream forcing term (35) is valid for a
generally nonuniform and unsteady upstream flow,
described by the four linearly-independent quantities
in the set /. If only a single quantity is varying, then
only that variable need be considered in (35). For
example, if the shock is traveling through a nonuni-
form temperature field, then &/ = {T1}. Another
important example is a nonsteady centered expansion,
in which case the flow is described by a similarity

solution, and the variation in upstream quantities can
be expressed in terms of only the similarity variable,
& = x/t. The reflected shock generated by detonation
reflection is the relevant example of a shock wave that
traverses a centered expansion of the opposite family,
the TZ wave. In this case, > becomes

<8P2 ng) df
= —pw2—— | 7

3 a6, ) dt @D

)
S

where £ = X, /t.
If the upstream flow is uniform, then > = 0 and
the shock acceleration is given by

a? o — @
au, P24, "oz

at ~ oP. Dws\
2 4 pows (1 - w2>
6’(01

4.1.2 Perfect Gas

The result (34) is valid for a general equation of
state, however substantial simplification is obtained by
considering a perfect gas. For a perfect gas, the shock-
jump relations are well-known functions of only the
ratio of specific heats, -, and the shock Mach number.
The shock Mach number is given by

YA S il (43)
aq ay

hence variation in both upstream velocity, u;, and
sound speed, a1, must be considered when differenti-
ating the shock jump equations.

For a perfect gas, (29) and (30) are

2y 2
Po=P 1+ ——(M; -1 44
> =P ( V+1( : )) (44)
2aq7 M? -1
Uy = up + g 45
SRS R VA 4)
The set of relevant upstream variables then is
U={u,Pr,a1} . (46)

The shock acceleration coefficient (37) becomes

2 2
o BMZ 41
M

=211 (47)



and substituting it into (34) gives a shock-change
equation for a perfect gas,

2 3MZ+11dU

y+1 My ap dt

=+ F (48)

where the forcing terms are

(=5)MZ =2 1 duy
(’Y‘f’l)Ms ay; dt s

2 1 dP,
- (1+7(MS2—1)) — =1
y+1 pras dt

F=-

S (49
(M2 1) L4 )
S a1 dt

)

For the case of a shock traveling through a cen-
tered expansion, such as the TZ wave, then the
upstream forcing term is

_l’_i
v+1

P2 8u
=" (6-n=—
2 P1 (G n@x

S

Fy

3

_ 2 (2(MS+1) Mq3> M +1
v+ 1\ (v+1)M; t

(50)

where this result is valid for a right-running shock
wave traversing a left-running expansion wave.

4.2 Application to Simulation Results

The simulation results from sections 3.2 and 3.3
can now be analyzed using the derived shock-change
equation for a one-gamma perfect gas (48). In par-
ticular, at each time step the forcing terms can be
computed using (49), and their magnitude and sign
describe how the observed shock acceleration results
from the upstream and downstream flows.

4.2.1 Supported Detonation

The net forcing terms are plotted in Fig. 17. Fig.
17(a) shows that the magnitude of both forcing terms
rapidly decreases as the shock propagates away from
the wall. Initially, the downstream forcing term, F5, is
negative, and it remains negative until much later at
t =~ 91. The upstream forcing term, F, is positive for
all simulation time, monotonically approaching zero.
The absolute magnitude of the forcing terms, plotted
in 17(b), intersect at ¢ ~ 4, which means that the net
forcing term is zero and the shock acceleration goes to
zero. This is illustrated in Fig. 7 by the shock velocity
maximum.

(a)
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Fig. 17 Upstream and downstream forcing terms plotted over time
for a shock reflected by a supported detonation. (a) shows the signed
value of the terms, and (b) shows the absolute magnitude

These results clarify the factors that cause the
shock acceleration from Fig. 7. The reflected shock
rapidly accelerates from the vN reflection speed to
substantially overshoot the CJ reflection limit. The
large initial acceleration to an elevated near-wall speed
is caused by the shock’s propagation through the large
gradients in the incident detonation’s reaction zone.
The large gradients cause the large, positive upstream
forcing term illustrated in Fig. 17. The acceleration
and elevated shock speed are not caused by post-
shock chemical reactions, since the net downstream
forcing term is negative in early time, which means
that the positive contribution from chemical reaction
is nonetheless smaller than the negative contribution
from the post-shock velocity gradient.

Upon rapidly accelerating, the reflected shock
reaches a peak velocity and begins to decay at a slower
rate. After propagating through the incident detona-
tion’s reaction zone structure, the upstream forcing
rapidly approaches zero, while the negative down-
stream forcing persists from the post-shock velocity
gradient. The result is that the forcing terms balance
and a maximum shock speed is reached. Subsequently,
the forcing terms are smaller and decreasing in mag-
nitude, so the shock decay toward the asymptotic
value elapses over a longer time than the initial shock
acceleration.
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4.2.2 Unsupported Detonation

The upstream and downstream forcing terms are plot-
ted for early time in Fig. 18(a) and (b), respectively.
The magnitude of both upstream and downstream
terms rapidly decreases as time elapses. The upstream
forcing terms are positive for all time, and the down-
stream forcing terms are negative for all time. The
downstream forcing terms are nearly indistinguishable
for the different domain lengths, however the upstream
forcing terms level off to greater values for the smaller
domain lengths.
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Fig. 18 Shock acceleration forcing terms for (a) upstream and (b)
downstream flows from unsupported detonation reflection

The absolute magnitude of the forcing terms are
plotted against time for the four domain lengths in
Fig. 19. The plot limits are chosen so that the impor-
tant variations in forcing terms are visible as the shock
propagates through the incident detonation and into
the TZ wave. In all cases, when the reflected shock
reaches the end of the TZ wave, the upstream state
becomes uniform and so the upstream forcing term
is instantaneously zero. This is later in time and not
shown in Fig. 19. Fig. 19(a) and (b) show that |Fy| is
greater than |F5| for all time until the shock reaches
the end of the TZ wave. In Fig. 19(b) the curves for
|Fy| and | F»| come closer to each other, approaching a
point of near tangency. Fig. 19(c) and (d) show that the
upstream forcing term intersects the downstream forc-
ing term, |F5|, twice, resulting in two points where the

forcing terms balance, and the shock acceleration goes
to zero. These two points correspond with the local
maxima and minima in Fig. 13.
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Fig. 19 Magnitude of upstream and downstream forcing terms
computed from unsupported detonation reflection simulation for
four domain lengths

As the size of the domain increases relative to the
detonation thickness, there is a distinct transition in
reflected shock evolution as illustrated by the shock
velocities in Fig. 13 and the forcing terms in Fig. 19.
For short domain lengths, L = 50 and L = 100, the
shock speed monotonically increases until reaching
the end of the TZ wave, whereas minima and max-
ima shock velocities form near the end wall for longer
domain lengths, L = 200 and L = 500. Fig. 19 shows
that these shock acceleration behaviors result from a
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transition in how upstream and downstream forcing
terms are balanced.

The supported detonation results illustrated that
the upstream forcing term, although initially large,
rapidly decays as the shock propagates through the
incident detonation into a region of uniformity. For
the unsupported detonation, the shock subsequently
propagates into the TZ wave, and hence the shock
acceleration is determined by the relative magnitude
between the positive forcing by the TZ wave and the
negative forcing from the nonsteady waves that persist
from propagation through the reaction zone. This can
be illustrated by evaluating the forcing terms when the
shock passes through the incident detonation’s sonic
point, since the sonic point represents a transition
between flows dominated by the detonation reaction
zone structure and the TZ wave, respectively. The
magnitude of the forcing terms at the sonic point are
plotted in Fig. 20. For L = 50 and 100, the upstream
forcing is greater, however for L = 200 and 500
the downstream forcing is greater. This illustrates the
balance between forcing terms that yields the shock
acceleration and forcing term trends observed in Fig.
13 and 19. The length that corresponds to the inter-
section in Fig. 20 is the point where the forcing terms
balance exactly. Since the shock acceleration is posi-
tive before and after this point, the equivalent plot of
forcing term magnitudes, as shown in Fig. 19, would
show a tangency between curves.

IF1l
0.4 —+ IR
0.2
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Fig. 20 Magnitude of upstream and downstream forcing terms
evaluated when the reflected shock arrives at the incident detona-
tion’s sonic point for the four simulated domain lengths

5 Discussion

The numerical simulation results demonstrate the
importance of a finite detonation thickness on the

dynamics of the reflected shock wave. The subsequent
analysis with the derived shock-change equation iden-
tified that the primary cause of the reflected shock
acceleration is the highly-nonuniform flow through
which the shock propagates. The shock reflected by
a finite-thickness detonation responds instantaneously
to the large upstream gradients and rapidly acceler-
ates through the detonation thickness to a large shock
speed, overshooting the limiting value predicted by
reflection of a zero-thickness detonation. The reflected
shock’s propagation through upstream nonuniformity
reflects nonsteady waves, and their net influence on
the shock manifests in the shock-change equation
through the post-shock velocity gradient. Nonsteady
waves persist after the reflected shock has propagated
through a region of nonuniformity and act to decrease
the shock speed until the post-shock flow velocity
is uniformly zero, matching the boundary condition.
As a consequence, the large reflected shock veloc-
ities persist for significant time after the shock has
already propagated through the incident detonation,
so the effects of finite detonation thickness influence
the reflected shock for distances that are large rela-
tive to the detonation thickness. A measure for this
distance is given by the time when the speed of the
shock reflected by the supported detonation first inter-
sects the limiting value. This occurs in the simulation
at time ¢ = 77.6 and distance x = 37.5.

The results obtained here for a one-gamma, one-
step detonation model are qualitatively consistent with
experimental observations of reflected shock behavior
from real, multidimensional detonations. Damazo and
Shepherd [13] performed highly-resolved measure-
ments of normal detonation reflection in a 7.67-meter-
long detonation tube. They observed that the near-wall
reflected shocks propagated with a shock velocity
substantially greater than expected from ideal mod-
eling that neglects the detonation thickness. Damazo
and Shepherd proposed that the effect was due to
explosion of the twice-shocked reactants in the inci-
dent detonation’s induction zone behind the reflected
shock. Coupling between post-shock thermodynamics
and reaction rate may result in a substantially over-
driven reflected detonation that subsequently drives a
shock wave at a speed much faster than predicted by
equilibrium calculations alone. The use of a one-step
reaction mechanism with reduced activation energy
precludes evaluation of this effect, since the thermody-
namics and reaction rate were intentionally decoupled
to stabilize the unsupported detonation. Despite this,
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the simulation results capture similar shock dynam-
ics because they are caused principally by the shock’s
propagation through the large flow nonuniformities in
the incident detonation. Positive contributions to the
reflected shock acceleration from post-shock chemical
reactions, although present, were entirely negated by
the large velocity-gradient behind the shock. This was
shown by the signed upstream and downstream forc-
ing terms in the shock-change equation. The essential
influence of the upstream nonuniformity on reflected
shock acceleration is expected to be a general aspect
of the problem of normal detonation reflection. How-
ever, the relative importance of chemical reactions
cannot be generalized from the present results due to
the inherent modeling limitations.

The conclusion that upstream nonuniformity
causes significant shock acceleration and provides an
explanation for the elevated reflected shock speeds
observed in experiment can also be arrived at
using a simple ’square-wave” detonation model. This
approach was used by Damazo and Shepherd [13]
to evaluate the contribution from chemical reaction,
however similar results are obtained with calculations
using a frozen thermodynamic state. The problem is
to predict the shock transmitted when the vN reflected
shock impacts the square-wave boundary between
the frozen and equilibrium states, i.e., when the VN
reflected shock impacts the incident CJ state. The
solution for the one-gamma model used here is Us =
0.83. From section 2, the vN and CJ reflected shock
speeds are 0.2 and 0.41, respectively. The transmitted
shock speed is substantially greater than the speed of
the CJ reflected shock, illustrating that the result is due
to the jump in upstream flow quantities.

A ramification of the finite detonation thickness
is that there is a period of very large increased pres-
sure at the reflecting end wall. Detonation reflection
calculations are often used to evaluate peak pressures
in detonation tubes, where it is common to consider
the CJ reflection value, approximately 2.5 times the
CJ pressure [2]. The excess impulse per unit area
from the finite detonation thickness exerted on the end
wall was found to be 26.8 for the supported detona-
tion reflection. This was exerted over approximately
At = 16.4, giving a mean excess pressure over this
period of approximately 1.6 times the CJ pressure.
The excess impulse was found to be approximately
the same for the unsupported detonations. If a real
detonation has thickness on the order of a millimeter
with CJ speed of approximately 2 mm/us, then this

period of excess pressure is on the order of microsec-
onds. The pressure decays very rapidly, so for thin
detonations the transient pressure is likely often lost
during measurement with transducers because of large
vibrational noise that results from detonation impact
and limited-bandwidth instrumentation. The duration
of excess pressure scales with detonation thickness, so
for suitably thick detonations the pressure pulse may
be observable.

6 Conclusion

Normal detonation reflection is an under-examined
aspect of detonation and shock physics. As shown in
this paper, even for a rather simple detonation model,
significant complexity results.

The problem was formulated in one dimension
in terms of a one-gamma, one-step detonation model
with reduced activation energy and studied using
numerical simulation of both a supported and unsup-
ported detonation. Results showed novel dynamics
as the shock propagated through the various regions
of nonuniformity in a detonation. A shock-change
equation, valid for a nonuniform upstream flow, was
derived in terms of shock acceleration caused by forc-
ing terms, which describe the separate influences of
the upstream and downstream flows. These methods
were used to analyze simulation results to show the
exact underlying factors causing the observed shock
dynamics.

Rapid shock acceleration to an elevated initial
velocity was found to be caused by shock propaga-
tion through the large nonuniformities in the deto-
nation reaction zone. The elevated velocity persists
for substantial time, such that the detonation thick-
ness relative to the pipe length must be much smaller
than might be expected in order to use the ideal det-
onation assumption used by prior modelers. For short
pipes, the positive forcing by the TZ wave was large
enough that the reflected shock velocity increased
monotonically until reaching the end of the TZ wave.

A highly simplified detonation model was used
to perform this analysis, and so there are several
areas where the modeling could be improved to
better understand real detonation reflection. Larger
activation energies could be implemented with the
present approach and would allow greater coupling
between the post-shock thermodynamics and reac-
tion rate. While still one-dimensional, more detailed
reaction mechanisms could be employed. Multidimen-
sional effects might be investigated with simulations
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and similarly analyzed using shock-change methods,
generalized to include shock curvature.
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